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Background

1.1 Security by behavioural design

There are broadly two streams of knowledge that the behavioural sciences can contribute to improving cybersecurity behaviour by end-users: 1) by implementing behavioural science insights in the design of the system (security by design), and 2) by developing effective training for end-users (behavioural change campaigns and intervention studies). There is a growing body of research into the training aspects of end-users, showing the effectiveness, or ineffectiveness, of awareness campaigns, the usability of serious games and so on. The contribution of behavioural science to the field of security by design is not as formalised yet. Therefore, this rapid review has been commissioned by NCSC-NL to gain insight in best practices and potential future research avenues so that behavioural science can be integrated in broader security by design methodologies and projects.

As this rapid review focuses solely on the behavioural aspect of security by design, we refer to this academic field as security by behavioural design. The aim of security by behavioural design is to design systems in such a way that the user of these systems is more likely to behave in a secure manner. The goal of this rapid review is to cover the research that empirically tests the effectiveness of various methods, rather than focusing on the more theoretical and often hypothetical research, where solutions are proposed but not tested. In addition to reporting the literature findings, we shared some general insights from the rapid review with some experts in the field to examine their views of the viability of behavioural solutions through a sense check. Lastly, suggestions for future research are provided. In the appendix, we provide an annotated bibliography of a set of theoretical papers that we have found while carrying out this rapid review.

1.2 Choice architecture and nudge theory

Thaler and Sunstein, popularised the term nudging to refer to the practice of influencing individuals’ behaviour by restructuring the choices that are presented to them, a practice also known as choice architecture. The goal of nudging is to, often in subtle ways, encourage individuals to make a choice that is preferred by the choice architect while protecting personal freedom of choice. Individuals are not obliged to make a certain decision, nor are alternatives completely removed, but the options they can choose from are selected and presented in such a way that the ‘preferred’ option is more likely to be chosen. It is therefore important to keep in mind that nudging does usually not lead to a 100% compliance
rate. It does, however, ensure that the way in which choices are offered is the optimal method from the choice architect’s point of view, leading to the highest level of compliance without the need for punishment, or restricting individuals in their freedom of choice.

There are various techniques that fall under the umbrella of nudging. In this rapid review, we take a broad view of nudging in general, so that any relevant research in this area can be included. Some categories of nudging include defaulting, opt-in or opt-out systems, providing social norms, and deciding how and in what order to present options. Each of these examples is discussed below.

**Defaulting.** In defaulting, the preferred option is made the default, while alternative options are still available. The effectiveness of this approach lies in the inertia of the target group, that does not want to put in the effort of making a different choice. Defaulting seems to be easy to implement in software and might be a successful approach to stimulate security behaviours.

**Opt-in versus opt-out.** This category be viewed as a special case of defaulting in cases where people must decide on a binary outcome. They either perform the behaviour, or they do not perform the behaviour. Opting-in refers to the target group having to act, in order to agree with the decision (e.g., clicking to accept cookies), while opting-out refers to the target group needing to act, in order to disagree with the decision (e.g., clicking to reject cookies). A well-known real-life example of this is the Dutch government’s policy regarding organ donation. This used to be an opt-in system but has recently been turned into an opt-out system. The effectiveness, as with the more generic defaulting approach, lies in the inertia of the target group, which ensures that people who do not act, make the choice that is preferred by the designer of the software.

**Social norms.** Social norms refer to making salient what most people choose, in order to nudge people to act in a similar fashion. Studies have shown that if people do not know which option to choose, an indication that one option is chosen ‘most often’ makes them more likely to choose that option themselves. Social norms are generally a powerful tool to nudge individuals towards compliance through the behaviour of the majority. However, using social norms can backfire if the majority is choosing an option that is not to be preferred, as could be the case in a setting where most people click ‘accept all’ when presented with a cookie statement.
Number of choices and presentation. As a form of a ‘rest’ category, there are other insights regarding how choices are offered, that are not as distinctly defined as the previous categories. For example, there is the ‘decoy’ effect, where an unenticing option is added to a list of choices, to make some of the other (preferred) choices stand out more positively. Similar, some researchers found that when lining up options from left to right that are roughly equally enticing, people are slightly more prone to choose the option at the right end of the line, compared to the other options. Furthermore, options can be framed as gains and losses (are we gaining or losing security by performing a behaviour?) which can also influence choices made by end-users. In this rapid review, we include all options discussed here, as well as any other nudge techniques that may be investigated in the scientific literature on security by behavioural design.

Method

2.1 Rapid review
2.1.1 Search strategy and results

We searched the scientific databases PubMed, PsycInfo and Web of Science for relevant publications using the following set of search terms: (cyber* OR *security OR privacy) AND (nudg* OR choice OR option OR opt-in OR opt-out OR norm* OR default* or salien*). Entries were included if the search terms were included in the title of the article. The asterisk is included to ensure that all spellings of the search terms are included. For instance, nudg* ensures that ‘nudge’, ‘nudges’ and ‘nudging’ are all considered relevant by the search engine. Beyond these three scientific databases, we also search Google Scholar and two conference proceedings databases (ACM Digital Library and DBLP Computer Science Bibliography) for relevant entries. The search resulted in 1451 entries, of which 112 were duplicates. After checking the remaining 1339 for relevance based on title, 102 articles remained. A full-text check resulted in a further 56 articles being removed, the majority (45/56) for not covering nudging research. Of the remaining 46 articles, 10 articles were theoretical rather than empirical. In Appendix A, we provide an annotated bibliography of these articles, but do not analyse them further. The final sample therefore consists of 36 articles describing empirical research on security by behavioural design.
2.1.2 Analysis strategy

The 36 papers are categorised based on type of cybersecurity behaviour that is investigated. For each topic, the main findings across the included papers are summarised. This includes which methods seem to be effective in improving cybersecurity behaviour, as well as the nudges that do not seem to be effective in this matter. Furthermore, the setting of the studies is characterised, as there are differences in applicability between studies that have been conducted in lab settings, field settings, or in other settings.

2.2 Sense check

To ensure that the rapid review is not merely a theoretical exercise, we also conducted a brief sense check. For this sense check, experts in the field were contacted and provided with a set of questions regarding the general concepts of security by behavioural design. The questions that were posed, were designed in consultation with the NCSC and aimed at the feasibility and usability of taking nudges into account when designing software (see Appendix B for an overview of the questions). After consultation with the NCSC regarding which experts to include in the sense check, we contacted eight individuals who might be able and willing to take part from academia and the public and private sector. Four responses were collected, and the findings are summarised in the results section. The responses came from employees from academia and the public sector, and respondents worked at organisations that could be considered large (all organisations were larger than 300 FTE).

Results

3.1 Rapid Review

3.1.1 Overview of topics

The included articles cover a range of cybersecurity behaviours. The majority of articles focused on privacy related behaviours. This could refer to privacy settings in various applications, as well as disclosing personal information online, or to what extent people are willing to pay extra for more privacy. A second behaviour that was investigated relatively often is that of passwords. Most of these papers focused on methods to nudge people towards creating stronger passwords for their accounts. The remaining papers focused on other topics such as wireless networks, security choices (e.g. which Wi-Fi network to connect with) and phishing.
3.1.2 Privacy

Privacy was the most investigated topic in the scientific literature on nudging cybersecurity. A range of nudges and settings were used, and privacy was operationalised in various ways. For instance, framing\textsuperscript{2–6}, defaulting\textsuperscript{3,7–9}, options provided\textsuperscript{10,11}, opt-in & opt-out\textsuperscript{12–14}, salience\textsuperscript{15–17}, time delays before sharing information\textsuperscript{18,19}, and social norms nudges\textsuperscript{5,20–25} were used to improve privacy behaviour. All these different types of nudges seem to be effective in improving privacy behaviour. However, the studies were carried out in controlled environments, often using panel data such as Amazon’s Mechanical Turk (MTurk). Studies incorporated mock-ups of apps or app stores to test effectiveness in these settings.

The specific privacy behaviours that the studies attempted to improve differed greatly. Topics included making decisions about which apps to download and install\textsuperscript{4,6}, in-app privacy settings\textsuperscript{2,3,7,12,15} recalling privacy notifications\textsuperscript{16}, paying for privacy friendly options or apps\textsuperscript{8}, and disclosing personal information\textsuperscript{5,10,17,22}. To further explain the range of research on privacy nudging, we will cover three examples below.

A first example is an online study that investigated the effect of the use of defaults in sharing personal data on the installation of a birthday app\textsuperscript{9}. If irrelevant data was ‘checked’ so that it would be shared with the app maker in case of installing the app, this reduced install rates compared to a ‘no-boxes-checked’ control condition and a condition in which only relevant data was shared (own and friends’ birthdays). This effect was even stronger when all data was ‘checked’ to be shared upon installation.

A second example is a study that investigated whether adding a privacy indicator in a mock-up app store would influence which apps participants chose to download for specific purposes (e.g. weather predictions, video calling)\textsuperscript{6}. While the privacy indicator influenced the likelihood of participants installing an app, with apps being less likely to be installed if the privacy indicator showed low privacy protection, this effect was attenuated when participants were familiar with an app. In those cases, the familiarity was strong enough to overcome a negative privacy indicator.

A third and final example is a study on privacy settings on social media\textsuperscript{7}. This study showed that when defaulting privacy settings regarding who could view the participants’ content, the default of “only me”, or “everyone” both successfully nudged people into lower and higher sharing levels respectively. Interestingly, not only did people choose the default more often, they also were more likely to choose an option that was close to the default if they wished to change the setting in the first place, an effect that can be linked to the
anchoring heuristic literature (the following options were provided: “Everyone,” “Friends of Friends,” “Friends,” “Close Friends,” and “Only Me”).

3.1.3 Passwords

Seven papers investigated the possibility of nudging end-users towards improved password strength\textsuperscript{26–32}. One of these studies proposed, but did not test, a nudge to improve password strength, suggesting that mnemonics could be of use when end-users need to come up with answers to security questions\textsuperscript{31}. All studies ran online (where reported), and often used platforms such as Prolific and Mturk. All studies typically tested the nudge against a control group, or used a pretest-posttest design, where participants first created a password without being presented with a nudge, then received a nudge and again created a password. The outcome was usually measured using an algorithm to calculate a ‘password strength score’. Generally, nudging seems to be effective, as five studies showed improvements in password strength\textsuperscript{26–29,32} although a full experimental design was lacking in some studies. Therefore, in those studies it is unclear whether the password strength increased as a result of the nudge, or for other reasons such as practice throughout the study, or other external factors. One study using the decoy effect did not find a significant improvement in password strength, potentially due to the small sample size and vague definition of the decoy used in that study\textsuperscript{30}. The effective studies showed that guidance in creating passwords\textsuperscript{26}, password meters\textsuperscript{26–29,32} or radars\textsuperscript{27}, and ‘crack time’ estimators\textsuperscript{29} are all promising nudges to improve password strength, with studies showing mixed results as to whether personalising a nudge (selecting a specific nudge based on individual characteristics) would be more effective\textsuperscript{27–29}.

3.1.4 Wireless networks

Three studies investigated the use of nudging in relation to wireless networks\textsuperscript{32–34}. One of these studies was a proof of concept using a small number of participants (N =18) which showed the effectiveness of a newly designed wireless network setup wizard in improving security settings\textsuperscript{33}. This study showed that using defaults and providing options for naming the network resulted in more secure settings. The other studies focused on redesigning the Wi-Fi selection screen and tested this on university staff and students\textsuperscript{34} and on Mturk participants\textsuperscript{32}. In Mturk participants, ordering the Wi-Fi networks from most to least secure was successful in nudging participants towards more secure Wi-Fi networks. This was not the case for the university staff and students. In that study, merely ordering the Wi-Fi networks from most to least secure did not result in improved Wi-Fi network choices.
in university staff and students. However, using colour coding (traffic light system), and combining colour coding with ordering the Wi-Fi networks did result in more secure Wi-Fi networks being chosen by end-users suggesting that nudging people towards using more secure Wi-Fi connection is feasible.

3.1.5 Other security behaviours

A small number of papers covered other security behaviours: cookie acceptance\(^3^5\), phishing\(^3^6\), choice of cloud service\(^3^2\), and smartphone encryption choices\(^3^2\). Coventry and colleagues showed in an online study that a cookie statement that included a minority social norm (where participants were told that 37% of users similar to them accepted the cookies) was effective in reducing the chance of people accepting these cookies themselves\(^3^5\). Interviewing participants about the potential effects of a quiz question relating to an email they are about to open found that participants felt this would be effective in preventing phishing attacks\(^3^6\). The study on choice of cloud service and smartphone encryption choices found that a social norm (“most popular” banner above preferred option) and defaulting (“yes” to encryption) increased the likelihood of participants choosing for secure cloud services and smartphone encryption respectively\(^3^2\).

3.2 Sense check

At the start of the sense check, experts were asked to describe what they think ‘security by design’ means. The experts seem to agree on the definition of security by design and the benefits of implementing security by design principles when they design software. One of the experts defined security by design as “the practice of acknowledging cyber risk and its mitigation early in the stages of producing IT (both hard- and software). Security by design infers that cyber risk and mitigation is a qualitative aspect during the whole creation cycle of IT systems and services and this includes software design”, a definition that seems to be echoed by the others. Security by design is gaining ground, and some experts explicitly state that they incorporate security by design principles in their software design.

Respondents state that, when developing software, they consider the potential for end-users to behave in an unsecure manner, but the ways in which they do varies. For example, one expert explained that any end-user risk would come up in a risk analysis of a system that is being designed, and that action would then be taken. Another expert stated the importance of taking into account insider threat, but also user error, both accidental and as the result of a social engineering attack. The behavioural components of the software are sometimes tested
The experts are unanimous in that they believe that nudging could be a useful tool in improving cybersecurity. They are aware of the complex nature of human behaviour and therefore believe that it requires a thorough understanding of the users’ mindset. As a result, nudging in software design is currently mostly used for ‘low hanging fruit’ as applying nudges to these behaviours is most likely to work without needing a thorough understanding of users. The experts do not see a specific area where nudging might be useful but point out that nudging could be applied to a wide range of cybersecurity topics, including phishing, configuration choices and data classification systems, but also more generally whenever end-users are required to choose between security and productivity.

While the experts see the use of nudging, there are some concerns about ethics. One expert explained the importance of transparency, pointing out that end-users should not regret choices they made had they been presented in a different manner while another expert pointed out concerns from the public. Furthermore, when asked about downsides of nudging security over productivity, experts point out the need to check the effectivity and efficiency of the nudges included in the software, so that informed decisions can be made about whether to include the nudges in the software design.

In addition to nudging, we also asked the experts about techno-regulation. Techno-regulation is a subfield of law, which suggests that security can be forced by taking away the freedom to act differently. Compared to nudging, this means not merely suggesting a course of action, but preventing end-users from doing anything that is not the preferred option from the software developers’ point of view. The major upside is that behaviours that would lead to cyber insecurity are not possible to perform within the software. However, the downside is the potential to work around the software, which reduces the monitoring possibilities.

The experts see potential in using techno-regulation and nudging alongside each other. Techno-regulation can be used for the high-risk behaviours where removing options is justified, whereas nudging can be implemented in cases where the risk is low, or when systems are used for a variety of tasks, each with their own risk level. Furthermore, one experts pointed out the necessity of understanding when an option is ‘reliably unwanted’ to be available for the end-user. If this information is available, software could be developed in such a way that when the option is reliably unwanted, it is also inaccessible to the end-user, whereas otherwise the option can be accessed.
Discussion

4.1 General findings

The results from this rapid review suggest that nudging is an effective tool to positively influence cybersecurity behaviours. As is generally the case with nudges, they do not seem to be long term solutions for cybersecurity issues, as shown in research on a range of cybersecurity behaviours such as picking a secure Wi-Fi network, or creating a strong password and as pointed out by some of the experts in the sense check. This implies that a nudge should be presented every time an end-user is to make a choice between security and usability. The long-term effects of this repeated nudge presentation are not yet known, and it is possible that the effectiveness diminishes over time. A potential solution for this problem might be to design new nudges throughout the updating process or include variations on the basic nudge that capture the attention of users and reinforce the effect of the nudges implemented in the software. This would especially be of interest when applying social nudges, compared to more static nudges such as defaulting.

The support from experts to include insights from nudge theory in software design is promising. There are some barriers to overcome such as how to ensure nudges are implemented in an ethical manner and ensuring that developers thoroughly test the effectiveness of the proposed nudges to avoid unwanted side-effects. Furthermore, closer collaborations with behavioural scientists might be needed to implement nudges relating to more complex decisions or user behaviours, or to apply effective nudges in complex environments.

4.2 Generalisability of methods

Most articles covered in the rapid review investigated nudging options for privacy and password related behaviours. The question remains to what extent these findings can be generalised to other cybersecurity behaviours as well. For example, in practice, organisations are spending a large part of their resources on phishing training and testing their employees. While some researchers have hypothesised that nudging could also be effective in improving phishing detection and this was also mentioned by experts in the sense check, research in this area is lacking thus far. Nudging could be a promising solution to other forms of social engineering such as tailgating but this has not been investigated yet.
4.3 Areas for future research

Based on the rapid review, it is clear that research on security by behavioural design mostly investigates its effectiveness in a controlled environment. While this did not often take the form of a lab study, the controlled environment was ensured by presenting participants with online surveys, mock-ups of devices or applications, or hypothetical situations in which participants had to make security related decisions. Future research is needed to further test the feasibility of the methods in more realistic settings. On the one hand, this can include more realistic lab studies (e.g. as part of a larger study on workflow or teamwork) so that the environment can be controlled, yet the ecological validity can be protected. On the other hand, this could also entail testing some of the more promising findings in a real-world setting, where the trade-off between security and usability is more visible, and the choices made could have direct consequences on workflow and the security of the organisation.

Based on the sense check, more structured and regular testing of the effectiveness of nudges is needed. The experts stated that they do sometimes run some tests (e.g., an a/b-test to see which user interface is more effective), but that this is not a structural part of the design process. This hinders the creation and collection of best practices, as it remains unclear how much nudging can or does contribute to increasing security. Deeper collaborations with behavioural scientists could be part of the solution. The experts pointed out that in its current form, they would opt for using nudging only for the low hanging fruit, as the human mind is considered complex. Deeper collaborations with behavioural scientists could help to design and test nudges that improve cybersecurity in more complex systems and environments. For example, behavioural scientists could assist in designing nudges that are required to be seamlessly woven into the existing workflow or help counter potential shadow IT behaviours by end-users (or other unwanted behavioural side-effects) in those cases where nudging is not an option, and techno-regulation is applied instead.

One area in which NCSC-NL could support organisations when designing and implementing nudges, is in developing nudging standards. Broadly speaking, these standards could cover three aspects: 1) When to implement nudges, and when to use techno-regulation to ensure end-users behave in a secure way; 2) Guidelines on ethical standards for nudging to improve cybersecurity; and 3) Developing best practices and tools to help organisations choose relevant nudges for the behavioural cyberthreats they are attempting to mitigate.

Nudging has shown to be a promising avenue to improve cybersecurity within organisations when techno-regulation is unwanted or simply not feasible. It cannot fully
replace other types of defences but has shown to be of importance in the cybersecurity field. Including security by behavioural design in the broader security by design context will help organisations to become more secure.
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Appendix A: Annotated bibliography of theoretical papers

(Acquisti et al., 2017)
Acquisti and colleagues provide an overview of research into privacy and decision-making based on literature that relates to nudging theory and choice architecture, discussing the main findings and challenges.

(Ariely & Holzwarth, 2017)
Ariely and Holzwarth discuss choice architecture in relation to decision-making processes in the privacy domain, focusing on trade-offs.

(Coventry et al., 2014)
Coventry and colleagues offer a structured approach to implementing nudges in cybersecurity settings. They build on the MINDSPACE approach and develop their approach to be of specific use in the cybersecurity domain.

(Dogruel, 2019)
Dogruel conducted interviews with German and US citizens to discuss their preferences for System 1 (heuristic decision-making) and System 2 (deliberate decision-making) type nudges, suggesting that they preferred System 2 over System 1 style nudges.

(Figl & Lehrer, 2020)
Figl and Lehrer presented a proposed study into the influence of various privacy setting options on disclosure behaviour by end-users. The findings of this study are not yet available.

(Noain Sanchez, 2016)
Noain-Sánchez argues for the need of privacy by default and how opt-in systems could be applied to privacy settings in online environments such as social network sites.

(Renaud & Zimmermann, 2018)
Renaud and Zimmerman discuss the ethics of nudging and offer guidelines that can help decide whether a nudge is ethically justifiable. The paper specifically focuses on ethical factors that relate to the themes of information security and privacy.
Toch and colleagues presented a work-in-progress at CHI 2010 in which they built a system to present users with specific privacy settings based on a range of parameters, suggesting that tailored settings could be presented to users, instead of a one-size-fits-all.

Westin and Chiasson discuss dark patterns, nudging techniques used to make users more likely to make choices that go against their best interest online (e.g. cookie walls where accepting all cookies is easier than rejecting all cookies). They suggest that a ‘FoMO-Centric Design’ can explain the effectiveness of these dark patterns.

In this position paper Ziegeldorf and colleagues propose a design paradigm for privacy that considers the human tendency to compare. In this paradigm users can compare their settings to those of specifically selected comparison groups and decide whether they would want stricter or less strict privacy options in comparison with these target groups. They call this paradigm ‘Comparison-based Privacy’ (CbP).
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Appendix B: Sense check questions

We are currently conducting a research project into security by behavioural design, where we look at the scientific literature around ‘nudging’ in relation to cybersecurity. Nudging (also known as choice architecture) is a method of steering end-users’ behaviour by means of presenting choices or options in a specific way.

Some examples of nudging are:

1. **Defaulting**, where the preferred option is the default (e.g. a ticked box in a form)
2. **Social proof**, where users are informed of the behaviour/choices of peers (e.g. informing users of which settings their peers usually accept)
3. **Direct feedback**, where the consequences of various choices are presented (e.g. a ‘password meter’ that shows the strength of a newly generated password)

To complement the findings from the literature review, we are performing a ‘sense check’ where we ask experts in the field about their opinions and experiences. Below, we outline 7 questions that we would like to get you to answer in either English or Dutch. The answers can be as short or long as you like, and you can respond by simply replying to this email. If any questions are unclear, please feel free to contact us.

1. How would you define “security by design” and is it something that you apply in software development processes?

2. When developing software, do you take into account the potential risky (unsecure) behaviour of end-users, and if so: how?

3. Do you measure the effectiveness of your behavioural components (for example, through a/b-testing)?

4. We would like to ask you whether you think nudging techniques to influence end-users to act more securely could be useful.
5. Nudging has been applied to various cybersecurity behaviours, such as creating stronger passwords or updating your privacy settings. Do you see other areas of cybersecurity behaviour where these techniques could be useful?

6. One of the downsides of nudging could be that processes are taking longer, or other processes need to be put in place (for instance, the more people are unsure about a phishing email, the more people might contact the information desk which then needs to upgrade its capacity). To what extent do you think these potential downsides might preclude you from using these techniques in your software development?

7. An alternative to nudging is techno regulation, where end-users are not 'nudged' into a specific direction, but unwanted options are removed all together. Would this be a sensible approach for the type of software you develop, if so, how would you see the implementation?

Thank you for your response!