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Global gain modulation generates time-dependent
urgency during perceptual choice in humans
Peter R. Murphy1,2, Evert Boonstra1 & Sander Nieuwenhuis1

Decision-makers must often balance the desire to accumulate information with the costs of

protracted deliberation. Optimal, reward-maximizing decision-making can require dynamic

adjustment of this speed/accuracy trade-off over the course of a single decision. However,

it is unclear whether humans are capable of such time-dependent adjustments. Here,

we identify several signatures of time-dependency in human perceptual decision-making and

highlight their possible neural source. Behavioural and model-based analyses reveal

that subjects respond to deadline-induced speed pressure by lowering their criterion on

accumulated perceptual evidence as the deadline approaches. In the brain, this effect is

reflected in evidence-independent urgency that pushes decision-related motor preparation

signals closer to a fixed threshold. Moreover, we show that global modulation of neural

gain, as indexed by task-related fluctuations in pupil diameter, is a plausible biophysical

mechanism for the generation of this urgency. These findings establish context-sensitive

time-dependency as a critical feature of human decision-making.
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D
ecision-makers are adept at trading speed for accuracy to
meet contextual demands1–3. If time is at a premium,
decisions can be made quickly at the potential expense of

accuracy. Conversely, the decision-making process can also be
prolonged to facilitate additional information gathering and more
accurate choices. By negotiating the speed-accuracy tradeoff
(SAT) in this manner, behaving agents can maximize their
rate of reward in environments with different temporal
constraints4–6.

Studies of decision-making support a broad class of models in
which noisy evidence for each available choice is accumulated
over time and a decision is made once the accrued evidence
passes a criterial level, termed the decision bound7–13. Within this
framework, one intuitive and parsimonious account of SAT
asserts that speed emphasis is regulated by adjusting the level of
the decision bound, such that less evidence is required for
decision commitment in situations that demand faster decision-
making. Aside from such situational or ‘static’ adjustments, the
bound is typically assumed to be constant over the course of a
single decision, thereby enforcing a fixed policy on commitment
for a given decision-making context. For decades, models that
invoked such a context-dependent, time-invariant bound
have provided good fits to empirical SAT data (for example,
refs 9,14–17).

Recently, convergent lines of research have brought the
principle of time-invariance into question. Theoretical treatments
have shown that a time-invariant decision policy is sub-optimal
when the potential cost of continued deliberation grows over
time18,19—as is the case, for example, when speed pressure is
generated by means of a temporal deadline on choices20. In such
settings, maximizing reward instead relies on dynamically
lowering the evidence required for commitment as elapsed
decision time increases. Additionally, recent primate single-unit
recording studies indicate that a time-dependent, evidence-
independent influence on the decision process is observable in
the activity of neurons that reflect evolving decision formation21–23,
and moreover, that the strength of this time-dependency is highly
sensitive to SAT manipulations. In particular, in both lateral
intraparietal22 and dorsal premotor23 neurons, greater speed
emphasis manifests in a combination of statically increased
baseline firing rates (see also ref. 24) and a clear evidence-
independent increase in firing rates with greater elapsed time. It
has been proposed that these contextually-sensitive influences
combine to form a neural urgency signal that expedites the

evolving decision process by driving it closer to a fixed threshold,
which translates to a dynamic criterion on evidence19,22,23,25–28.

While these findings have illuminated the mechanistic basis of
SAT regulation in non-human primates, time-invariance remains
a dominant assumption in the human decision-making
literature10 and recent empirical and model comparison
reports have reinforced this stance15,29–31. Moreover, even in
non-human primates, little is known about the neuro-
physiological source of urgency. In the present study, we
address these outstanding issues. We first present convergent
behavioural, electrophysiological and model-based evidence that
human subjects do invoke an urgency signal with both static and
time-dependent components to adapt to deadline-induced speed
pressure. Next, we show that global modulation of neural gain, as
reflected in task-related fluctuations in pupil diameter, is a
plausible biophysical mechanism for the generation of urgency.
Lastly, we report that human behaviour bears hallmarks of time-
dependency even when speed pressure is mild and not a central
feature of task design.

Results
Behaviour under deadline and free response. In the first
experiment that we report, twenty-one individuals made two-
alternative perceptual decisions about the dominant direction of
motion of a cloud of moving dots32 (Fig. 1a). Each subject
performed this task at a single level of discrimination difficulty
that was tailored to their perceptual threshold, but under two
levels of speed emphasis. In the ‘free response’ (FR) regime,
subjects were under no external speed pressure, were instructed to
be as accurate as possible, and were monetarily rewarded
(penalized) for correct (incorrect) decisions. In the ‘deadline’
(DL) regime, the same task instructions and incentive scheme
applied, with the addition of an especially heavy penalty—ten
times that for an incorrect decision—if a decision was not
made by 1.4 s after motion onset. The speed pressure imposed
by this deadline led to faster median response times (RTs:
DL¼ 0.70±0.02 s; FR¼ 1.19±0.07 s; t20¼ 8.1, Po1� 10� 6)
and less accurate decision-making (DL¼ 77.8±1.2%;
FR¼ 86.8±1.3%; t20¼ 6.6, Po1� 10� 5) relative to the FR
regime (Fig. 1b).

Given the large penalty for missed deadlines, a sensible strategy
in the DL regime is to always execute a response before the
deadline20. Indeed, subjects missed the deadline on a median of
only 0.14±0.13% of trials, compared to 38.8±4.0% of RTs
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Figure 1 | Perceptual task and associated behaviour. (a) Schematic of a single-trial of the random dot motion task. (b) Subjects performed under

‘free response’ (FR) and ‘deadline’ (DL) conditions to manipulate speed pressure. Histograms depict pooled RT distributions from each condition. Box plot

at lower right shows the sample median (centre line), interquartile range (box) and full range (whiskers) of proportion of missed deadlines in the DL

condition. (c) Conditional accuracy functions. Points indicate mean accuracy of trials sorted by RT into 25 equal-sized bins and coloured lines show best fits

of piece-wise logistic regressions to each subject’s single-trial data. Error bars and shaded areas indicate±s.e.m. of data points and regression lines,

respectively. Box plot at inset shows the sample median (centre line), interquartile range (box) and full range (whiskers) of estimated accuracy at deadline

in the DL condition.
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exceeding this time in the FR regime (Fig. 1b). In accumulation-
to-bound models of decision-making, this marked change in
behaviour can primarily be achieved in two ways: by imposing a
diminishing criterion on accumulated evidence as the deadline
draws nearer, culminating in zero required evidence (and
consequently, chance performance) around the time of the
deadline; or, by lowering an otherwise static criterion sufficiently
to ensure that effectively all decisions are made before the
deadline, but are always based on the same quantity of
accumulated evidence. While the latter mechanism predicts that
the slope of the conditional accuracy function (CAF) relating
accuracy to RT will be similar across speed emphasis regimes and
that performance will generally not reach chance levels, the
former predicts that the slope of the CAF will be substantially
more negative in the DL regime and should arrive at
approximately chance performance by the time of the deadline.
Thus, empirical CAFs can, in principle, be used to arbitrate
between different mechanistic accounts of SAT adjustment.

We employed single-trial logistic regression to estimate
the shape of the empirical CAFs (see Methods; Fig. 1c).
After accounting for a small percentage of fast inaccurate
decisions, the estimated CAF slopes were negative in both
the FR (b¼ � 0.35±0.07, t20¼ � 5.2, Po1� 10� 4) and DL
(b¼ � 2.03±0.22, t20¼ � 9.3, Po1� 10� 8) regimes, but much
more so in the latter (FR versus DL: t20¼ � 8.3, Po1� 10� 7).

Moreover, using the DL regression fits to estimate accuracy at the
time of the deadline revealed that this was not different from
chance across subjects (50.4±2.7%; one-sample t-test with
H0¼ 50%: t20¼ 0.2, P¼ 0.9).

A negative CAF slope by itself does not necessarily imply time-
dependency in the decision process; indeed, it should be expected
whenever the strength of decision evidence fluctuates across trials,
because trials with weak evidence will tend to be both slower and
less accurate and thereby produce an asymmetry in correct and
incorrect RT distributions33. Such evidence fluctuations can be
due to variation in objective stimulus strength, but also to
endogenous variation in attention or arousal34. We therefore
examined the possibility that the CAF difference that we observed
between the DL and FR conditions was simply caused by
condition-related differences in arousal state. To do so, a second
cohort of subjects performed the same motion discrimination
task and we compared their CAFs on subsets of DL and FR trials
that were precisely matched for pre-motion pupil size,
a commonly-used metric of arousal and ‘brain state’ (see
below). Even in this case of matched pupil-linked arousal, we
observed a much more negative CAF slope under deadline
(t22¼ � 7.7, Po1� 10� 6; Supplementary Fig. 1).

Combined, the above observations are consistent with the
adoption of a time-dependent decision policy in the DL regime.
Two additional observations illuminate the nature of this policy
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Figure 2 | l power tracks motor preparation and reveals urgency signatures under deadline-induced speed pressure. (a) Time-frequency plot of

oscillatory power over lateral motor channels, aligned to motion onset (left) and response (right). Plots show the trial-averaged change in power over the

channel contra-lateral to the executed response on each trial, relative to a pre-motion baseline. (b) Onset and response-aligned m (8–14 Hz) signals,

separated by speed regime and lateralization relative to the executed response. Topographies at left, middle and right depict distribution of pre-motion

effect of speed emphasis, stereotyped onset-evoked power decrease maximal over occipital scalp, and lateralization of m power immediately prior to

response execution in the FR condition, respectively. The level of contra-lateral desynchronization prior to response is highly similar across speed regimes,

consistent with a common motor threshold. (c) Response-aligned m signals contra-lateral to the executed response after sorting trials by RT into 4

equal-sized bins, separately for the FR and DL conditions. (d) Contra- minus ipsi-lateral difference waveforms, again after RT-sorting into 4 bins.

Contra-lateral dominance prior to response execution decreases with slower RTs under deadline. (e) Scatterplot illustrating the linear relationships between

RT and the contra-/ipsi-lateral m difference for each speed regime. Points and error bars are mean±s.e.m. of data that were z-scored within subjects,

pooled across subjects and grouped into 20 bins; z-scoring was carried out across speed regimes to preserve main effects of speed emphasis.

In b–d, shaded grey regions show measurement windows for scalp topographies and associated effects reported in text.
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adjustment further. First, the smooth gradient of the right tail of
the DL RT distributions and their associated CAF indicate that
the time-dependent change in required evidence was gradual, not
abrupt. Second, despite task difficulty being fixed across both
speed emphasis regimes, peak decision accuracy across all RTs
(as measured at the inflection point of the estimated CAFs) was
reliably lower under deadline (84.3±1.4 versus 89.8±1.2%;
t20¼ � 4.0, P¼ 0.0008). This suggests that, further to the time-
dependent effect, additional speed emphasis was generated by a
static, time-invariant lowering of the criterion on accumulated
evidence which ensured that even fast decisions were less accurate
in the DL regime.

EEG motor preparation signatures of urgency. Although these
behavioural findings suggest that greater speed emphasis under
deadline was achieved by a combination of static and time-
dependent adjustments to the decision policy, they are not
decisive about the mechanistic basis of these adjustments. One
possibility is that the decision bound itself varies with speed
emphasis and progressively collapses as the deadline approaches
(for example ref. 35). Alternatively, the bound might remain fixed
and an urgency signal could generate speed emphasis by
providing additional input to each evidence accumulator. In an
attempt to adjudicate between these competing mechanistic
accounts of the static and time-variant influences on decision-
making behaviour, we measured scalp EEG and examined motor
preparatory activity via oscillatory power in the m (8–14 Hz)
frequency range. Previous studies have shown that the commonly
observed decrease in m power during decision formation reflects
dynamic motor preparation that appears to be driven by the
evidence accumulation process36–38. Here, we used effector-
selective m signals that were contra- and ipsi-lateral to the
executed response as proxies for trial-by-trial preparatory activity
in favour of the chosen and unchosen motion directions,
respectively.

We observed that bi-lateral motor m signals (Fig. 2a) were
sensitive to speed emphasis in several distinct ways. First, there
was a reliable effect of speed emphasis on m power prior to
motion onset such that pre-motion power was lower in the DL
regime compared with the FR regime (mean b¼ � 0.102±0.044,
t20¼ � 2.3, P¼ 0.03; Fig. 2b, left). There was no main effect
of lateralization (contra- versus ipsi-) during this period
(b¼ � 0.019±0.015, t20¼ � 1.2, P¼ 0.2), and no speed empha-
sis by lateralization interaction (b¼ 0.016±0.021, t20¼ 0.8,
P¼ 0.5). Thus, potentially indicative of a static urgency effect,
greater speed pressure was accompanied by increased baseline
motor preparation in both effectors. Topographic visualization of
this pre-motion effect revealed that although foci of decreased
power in the DL regime were apparent over bi-lateral motor
channels, the effect also extended over posterior scalp. However,
the effect over lateral motor areas remained marginally significant
even when posterior 8–14 Hz activity was included as a co-variate
(b¼ � 0.068±0.038, t20¼ � 1.8, P¼ 0.09), suggesting that this
motor effect was at least partially distinct from the more posterior
effect.

Next, we turned to m power prior to response execution in
order to examine effector-specific motor preparation at decision
commitment (see Methods for rationale behind selectively
focusing on this measurement period). Consistent with previous
findings36–38, there was a lateralization in pre-response m power:
a greater decrease was present in contra-lateral rather than
ipsi-lateral channels, reflecting greater motor build-up in favour
of the ultimately executed response (Fig. 2b, right). Accordingly,
a main effect of lateralization was observed in a statistical model
with lateralization and speed emphasis regime as factors
(b¼ � 0.120±0.044, t20¼ � 2.7, P¼ 0.013). However, this

effect was also accompanied by a main effect of speed emphasis
(b¼ � 0.089±0.034, t20¼ � 2.6, P¼ 0.016) and a lateralization
by speed emphasis interaction (b¼ 0.095±0.025, t20¼ 3.8,
P¼ 0.001). Post-hoc models revealed that while the expected
contra/ipsi lateralization was clearly apparent in the FR regime
(b¼ � 0.129±0.043, t20¼ � 3.0, P¼ 0.007), it was not reliable
under deadline (b¼ � 0.040±0.034, t20¼ � 1.2, P¼ 0.3).
Moreover, the pre-response ipsi-lateral signals representing
motor preparation for the unchosen alternative were of
significantly lower power in the DL relative to the FR regime
(b¼ � 0.093±0.031, t20¼ � 3.0, P¼ 0.008), whereas the
contra-lateral signals reached a highly similar level (P¼ 0.9). All
of these effects were also present when only subsets of
RT-matched trials from each speed emphasis condition were
analysed (Supplementary Fig. 2).

The stereotyped level of pre-response contra-lateral m power
suggests that the level of motor preparation required to execute a
response was the same across both speed emphasis regimes.
We also observed that this metric was invariant to RT within
each regime (FR: b¼ � 0.012±0.014, t20¼ � 0.8, P¼ 0.4; DL:
b¼ 0.025±0.014, t20¼ 1.8, P¼ 0.09; Fig. 2c). To the extent that
pre-response m may provide a proxy for the level of the decision
bound, this pattern of findings is consistent with a fixed bound
across speed emphasis regimes and decision times and therefore
argues against the notion that speed emphasis is generated by
bound adjustment. Instead, the lower m power that was evident in
the DL regime during the pre-motion period, and in the
ipsi-lateral signal at the time of commitment, might plausibly
reflect an urgency signal that provides an additional source of
input to the evidence accumulation process.

In the above respects, our findings are consistent with recent
studies of the neural basis of SAT regulation in non-human
primates22,23. In a further analysis, we investigated whether, as in
these studies, there was a time-dependent component to the
urgency signal. In non-human primates, time-dependency in the
neural urgency signal manifests as a building, common increase
in the firing rates of neurons reflecting evidence accumulation
for both the chosen and unchosen task alternatives21–23. In the
case of our pre-response motor preparation signals, this
time-dependent increase in common activation (or put
differently, the time-dependent decrease in the difference
between accumulators) should translate into a diminishing
contra/ipsi lateralization with increasing RT (see Methods).
Accordingly, we observed a speed regime by RT interaction
(b¼ 0.055±0.023, t20¼ 2.4, P¼ 0.026; Fig. 2d,e) in a model
that examined the effect of these factors on pre-response
m lateralization. Post-hoc tests indicated that although there was
no reliable relationship between m lateralization and RT in the FR
regime (b¼ � 0.020±0.013, t20¼ � 1.6, P¼ 0.1), the strength of
lateralization decreased as predicted for slower RTs in the DL
regime (b¼ 0.020±0.009, t20¼ 2.2, P¼ 0.038). This finding
supports the hypothesis that, in addition to the static pre-
motion effect described earlier (Fig. 2b, left), greater speed
emphasis under deadline was generated by a time-dependent
urgency signal that increased in magnitude as the deadline drew
nearer.

Drift diffusion modelling corroborates urgency account.
In light of this combined behavioural and electrophysiological
support for static and time-varying urgency as mechanisms for
generating greater speed emphasis, we proceeded to verify that a
computational model that incorporates these features can account
for the observed behavioural data. In our model, a decision is
made when one of two anti-correlated evidence accumulators
reaches a fixed decision bound, and the accumulators are subject
to the same additive, time-varying urgency signal that is free to
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take different shapes across speed emphasis regimes (Fig. 3a;
Methods). Without urgency, this model reduces to the popular
drift diffusion model (DDM) in which a single accumulation
process plays out between two opposing bounds10 (Fig. 3f).

We fit a variety of models with urgency to the data and found
that the best-fitting model allowed both the shape of the urgency
signal and a non-decision time parameter to vary across speed
emphasis regimes (Supplementary Table 1). The rate of evidence
accumulation, known as the drift rate, was allowed to vary across
trials in this model (Wilcoxon signed-rank tests on BIC
differences: Po0.1 for all pair-wise comparisons of otherwise
identical model variants with and without drift rate variability),
but mean drift rate and the magnitude of this between-trial
variability were fixed across speed regimes. This best-fitting
urgency model fit the observed RT distributions well (Fig. 3c) and
was able to reproduce the key qualitative behavioural effects of
increased speed emphasis under deadline (Fig. 3d,e): the more
negative CAF slopes; the very low proportion of missed deadlines;
and, in most subjects, the tendency toward near-chance

performance at the time of the deadline. Notably, there were
effects of speed emphasis on both the baseline offset and the
time-varying shape of the fitted urgency signals, corresponding to
greater static and time-dependent urgency under deadline,
respectively, and the shape of the fitted urgency signals was
highly consistent across subjects (Fig. 3b). Moreover, non-
decision times were found to be marginally faster in the DL
regime compared with the FR regime (Supplementary Table 2).

By contrast, the standard DDM with condition-dependent but
time-invariant decision bounds (Fig. 3f) provided a considerably
poorer fit to the observed data (Fig. 3g–i; Supplementary Table 1;
Wilcoxon signed-rank tests on BIC differences: Po0.001 for all
pair-wise comparisons of urgency models with their standard
DDM counterparts). This poor fit stems from the fact that the
standard DDM is incapable of generating a more negative CAF
slope, to the extent required here, without also increasing the
proportion of missed deadlines. Its main mechanism for lowering
the slope of the CAF is to increase the between-trial variability in
drift rate33,34; but, this produces a relative increase in the
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Figure 3 | Comparison of diffusion model fits with and without urgency. (a) Schematic representation of the drift diffusion model (DDM) with

urgency and fixed decision bounds. (b) Urgency signals, modelled as a logistic function, derived from fits of the urgency DDM to behaviour. Lighter lines

indicate fits for individual subjects; darker lines indicate group-averages. (c) Observed and fitted RT distributions (histograms and lines, respectively),
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proportion of trials that have a near-zero drift rate, which are less
likely to reach the decision bound before the deadline. As a
consequence, in our standard DDM fits, leaving between-trial
variability in drift rate free to vary across speed emphasis regimes
did not even yield an increase in goodness-of-fit (Supplementary
Table 1). Thus, quantitative model comparisons corroborated the
presence of urgency with time-dependency in the decision
process under deadline.

Using the closed-form function for the urgency signal in the
above model fits (equation 4), we also approximated the optimal,
reward-maximizing shape of time-dependent urgency on our task
for a representative set of remaining model parameters
(Supplementary Fig. 3). This optimal urgency signal required a
fast transition from a flat early portion to a steep deflection
toward the decision bound closer to the deadline (cf. refs 20,30)
that is qualitatively very different from the gradual, approximately
linear urgency signals that subjects in the current study appeared
to implement. As such, although our subjects responded to
deadline-induced speed pressure by adjusting their decision
policies in a time-dependent fashion, they failed to do so
optimally. Interestingly, when the urgency signal was further
constrained to be strictly linear in the optimality calculations, its
reward-maximizing trajectory was matched much better by the
fitted signals derived from the observed data (Supplementary
Fig. 3). Combined, these observations may point to limitations of
the neural mechanisms responsible for urgency generation (see
Discussion).

Pupillometry highlights gain modulation as source of urgency.
While the above findings describe the effects of urgency on
behaviour and cortical signatures of decision-related motor pre-
paration, they do not shed light on the neural origins of the
urgency signal. Theoretical accounts have identified gain mod-
ulation, which affects the responsivity of both excitatory and
inhibitory neural connections, as a potential mechanism for
generating urgency in the brain19,26,27,39,40. However, this
possibility has not been tested empirically. In the second
experiment, we investigated whether global, brain-wide gain
modulation, as indexed by pupil diameter, may be implicated in
the injection of urgency into the decision process. Under constant
luminance, changes in pupil diameter have been linked to
the activity of diffusely-projecting neuromodulatory systems,
in particular the locus coeruleus-noradrenergic (LC–NA)
system41–43, that are thought to control global neural gain44–47.

A second cohort of twenty-three subjects (whose CAFs are
already reported in Supplementary Fig. 1) performed the motion
discrimination task optimized for measurement of decision-
related changes in pupil diameter. We first examined the effect of
speed emphasis on unbaselined pupil diameter prior to motion
onset, which has previously been used as a proxy for ‘tonic’
fluctuations in neural gain45,48. Consistent with a static increase
in gain under greater speed pressure, this metric was larger in the
DL regime than in the FR regime (t22¼ 6.9, Po1� 10� 6;
Fig. 4a).

Next, we examined the effect of speed emphasis on evoked,
‘phasic’ pupil dilations after motion onset and whether this effect
interacted with RT, as expected of an urgency signal with a
strength that depends on elapsed decision time. We observed a
main effect of speed regime on trial-by-trial pupil dilation
magnitude, driven by larger dilations in the DL regime than the
FR regime (b¼ 0.143±0.048, t22¼ 3.0, P¼ 0.007; Fig. 4b).
Moreover, there was a significant speed regime by RT interaction
(b¼ 0.189±0.040, t22¼ 4.7, Po1� 10� 4; Fig. 4c,d). Post-hoc
tests revealed that while no reliable relationship existed
between dilation magnitude and RT in the FR regime
(b¼ � 0.022±0.020, t22¼ � 1.1, P¼ 0.3), pupil dilations were

larger for slower RTs in the DL regime (b¼ 0.085±0.017,
t22¼ 5.0, Po1� 10� 4). These effects were present across a broad
range of both stimulus- and response-aligned measurement
windows (Supplementary Fig. 4).

We next sought to identify the most likely shape of the neural
input to the pupil system during decision formation by
combining linear systems analysis with formal model selection.
In accordance with recent reports49,50, the trial-related input to
the pupil system was modelled as a linear superposition of three
temporal components: a transient at motion onset, a transient at
response, and a sustained component throughout the intervening
period of decision formation, each convolved with a pupil
impulse response function51. Using this approach, we then
compared the goodness-of-fit of a variety of models in which the
shape of the sustained decisional component varied (Fig. 5a;
Methods). The model that best fit the pupil data from the FR
regime was one in which the input to the pupil system maintained
a constant amplitude throughout the decisional period
(a ‘boxcar’), irrespective of how long the decision took to be
made (Fig. 5b). In contrast, the best fit to the DL data was
provided by a model in which input strength ramped up
monotonically with elapsed decision time (Fig. 5c). The latter
finding reflects a truly time-dependent increase in the neural
input to the pupil system in the DL regime, thus supporting the
hypothesis that the gain of neural processing increased with
elapsed time under speed pressure. Additionally, the boxcar
and linear up-ramp remained the best-fitting models of the
FR and DL data, respectively, across a wide range of different
parameterizations of the pupil impulse response function
(Supplementary Fig. 5).

In both speed emphasis regimes, each of the three modelled
temporal components contributed significantly to the measured
pupil time series (Fig. 5d,e). Hence, we also tested whether the
observed relationship between pupil dilation and RT in the DL
regime (Fig. 4c,d) was fully captured by the RT modulation
inherent in the ramping decisional component of the associated
best-fitting model, or if the onset and response components also
contributed to this effect. In model variants that included
additional terms representing the parametric modulation of each
temporal component by RT, neither modulated term for the onset
or response components contributed consistently to the DL
pupil time series (Effect size for parametrically modulated
onset term¼ � 4.5±3.2, t22¼ � 1.4, P¼ 0.2; Effect size for
parametrically modulated response term¼ 2.7±3.2, t22¼ 0.8,
P¼ 0.4). This suggests that the dilation/RT relationship in the
raw DL data reflects a time-dependent modulation of input to the
pupil system that was specific to the period of decision formation.

Global gain modulation alone produces urgency effects. To
build on these pupillometric observations, we next verified that a
combination of static and time-dependent changes in global gain
is capable of producing the qualitative effects of deadline-induced
speed pressure on both overt behaviour and decision-related
neural dynamics. We modelled global gain modulation as a
change in the slope of the input-to-output transfer function of a
simple neural network that incorporates basic principles of neural
computation12 (Fig. 6a,b). Informed by our pupillometric results,
gain was fixed at a low level throughout a trial in the FR regime
but subject to static and time-dependent increases in the DL
regime (Fig. 6c). All other model parameters, aside from
non-decision time, were fixed across regimes (Methods).

When fit to the pooled behaviour of the cohort of subjects from
the first experiment reported above, this model successfully
reproduced all of the key qualitative effects of deadline-induced
speed pressure on both behaviour (Fig. 6d,e; proportion of missed
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deadlineso0.1%) and the dynamics of the evidence accumulation
process. With respect to the accumulation dynamics, the
activation time-series of the simulated accumulator units in the
model displayed the two critical characteristics of static and time-
dependent urgency that we observed under deadline in motor
preparation signals in the human EEG: a baseline increase in
activation during the pre-motion period (Fig. 6f); and, stronger
common activation of both accumulators (reflected in a smaller
difference between accumulators) at the time of commitment for
slower decision times (Fig. 6g,h). These simulations suggest that
global gain modulation is a plausible biophysical mechanism for
generating static and time-dependent urgency in the brain.

It has recently been argued that, rather than relying on gradual
evidence accumulation, decisions are determined by a more
instantaneous estimate of the current sensory evidence combined
with a growing urgency signal19,23,28,52. In our simple network
model, such a regime can be approximated by constraining the
effective time constant of accumulation (t) to be particularly
short (Supplementary Methods). When we enforced this
constraint, the model still provided a reasonable account of
behaviour and accumulation dynamics (Fig. 6d,e,h, thin grey
lines). Thus, evidence accumulation with a long time constant
does not appear to be a necessary prerequisite for generating the
data observed presently.

Time-dependent urgency under mild speed pressure. The sig-
natures of urgency that we report above were observed in task
contexts of high speed pressure. In a final set of analyses, we
examined whether the same mechanism might also be invoked
in situations where speed pressure is less severe. We re-analysed
data from two experiments in which subjects again made motion
discrimination decisions, but without any manipulation of speed
emphasis. Instead, they performed under a deadline of 1.5 s at all
times and there was no explicit penalty for missed deadlines. This
task feature has been employed previously in studies of human

perceptual decision-making that were not designed to interrogate
the mechanistic basis of SAT regulation (for example, refs 34,53).

In the first of our re-analysed studies34 (Fig. 7a), subjects
missed a low proportion of deadlines (median¼ 0.50±0.16%),
and their CAFs arrived at a mean accuracy level at the time of the
deadline that was not different from chance across subjects
(48.0±3.9%; t25¼ � 0.5, P¼ 0.6). In the second study
(unpublished; Fig. 7b), subjects performed under two difficulty
levels and again missed very few deadlines (easy¼ 0.15±0.13%;
hard¼ 0.63±0.15%). Moreover, despite the CAFs for each
difficulty level being significantly different for almost the entire
range of RTs, they converged to approximately chance accuracy
at the deadline (easy: 51.9±4.5%, t20¼ 0.4, P¼ 0.7; hard:
46.2±2.0%, t20¼ � 1.9, P¼ 0.07; paired-samples t-test for easy
versus hard: t20¼ 1.3, P¼ 0.2). As described previously, this
repeatedly observed combination of few missed deadlines,
strongly negative CAF slopes and chance performance around
the time of the deadline is a hallmark of a time-dependent
decision policy.

Discussion
In models of decision-making, a common assumption is that the
accuracy and timing of decision commitment are determined by a
context-dependent but time-invariant criterion on accumulated
evidence7–10,16. Theoretical considerations suggest that such a
time-invariant policy is sub-optimal if the potential cost of
continued evidence accumulation grows with elapsed decision
time, as is often the case in decision-making contexts that place a
premium on fast responding18,20. Yet, in support of the principle
of time-invariance, recent reports have suggested that human
decision-makers may fail to implement a dynamic, time-variant
commitment policy that would yield higher reward rates in such
settings15,29,30. In the present study, we describe strong,
convergent evidence to the contrary. Through analysis of
observed behaviour, computational modelling and scalp
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electrophysiological and pupillometric findings, we show that
human subjects are capable of adapting to deadline-induced
speed pressure via a combination of static and time-dependent
changes to their criterion on accumulated evidence.

Recent studies that applied quantitative model comparison
techniques to multiple behavioural datasets provided some
support for the presence of a time-dependent influence on the
decision process of highly-trained monkeys, but little evidence for
time-dependency in mostly naı̈ve human subjects15,31. By
contrast, we observed clear support for model variants with
strong time-dependency in humans that, aside from brief initial
training sessions, had no prior experience with the imperative
task. How might this discrepancy in findings be explained? One
likely contributing factor is differences in the nature of the speed
pressure created by the various decision-making contexts in
question. In our task, the heavy punishments levied for missed
deadlines created strong, time-sensitive speed pressure that was
likely sufficient to mitigate the bias toward accurate over reward-
maximizing behaviour that human subjects can display can
display in choice RT settings4,54. On the other hand, this may not
have been the case in previous studies that imposed only small,
implicit penalties for slow responses (in the form of foregone
rewards; for example, ref. 30), or did not provide performance-
related incentives at all (for example, ref. 31).

It is also possible that mild time-dependency was present in
previous investigations but not identifiable in model fits
to behaviour. Specifically, popular time-invariant sequential
sampling models can include variability parameters that produce
similar behavioural effects as moderate time-dependent changes

in the decision policy7,33,34, potentially rendering the two
indistinguishable via model comparison alone. In our case,
targeted analysis of overt behaviour, measured in contexts of both
strong and mild deadline-induced speed pressure, revealed
signatures of time-dependency that cannot, in principle, be
produced solely by variability parameters. These behavioural
patterns are driven by a small percentage of trials with RTs close
to the deadline and in many cases may exert a negligible influence
on likelihood estimates commonly used for model fitting,
but can nonetheless be highly informative when attempting to
arbitrate between competing mechanistic accounts. Thus, future
investigations of time-dependency in the decision process
might benefit from invoking a combination of formal model
comparison and assessment of such behavioural trends.

A third possibility is that the duration of the deadline that we
imposed, which is long relative to the sub-second deadlines in
some previous studies (for example, ref. 30), was particularly
well-suited to revealing signatures of time-dependency.
This prospect may point to a dependence of precisely-timed
within-trial adjustments of decision policy on neural systems
dedicated to the estimation of relatively long temporal intervals55

or, perhaps complementarily, to constraints on the timescale
over which the neural mechanisms responsible for these
time-dependent adjustments operate. We note, however, that
time-dependency operating over much faster timescales has
previously been reported in the animal literature21,22.

Although our behavioural and modelling results provide
strong support for the existence of adaptive, time-dependent
adjustments in subjects’ decision policies under deadline, the
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time-course of these adjustments was not strictly optimal. If
afforded high flexibility of form, the optimal, reward-maximizing
policy given our task design is to adopt a predominantly static
criterion on accumulated evidence that steeply declines to zero at
a latency determined by the subject’s level of deadline timing
uncertainty20,30. In our data, however, the shape of the observed
time-dependency approximated the reward-maximizing case only
if the criterion change in these calculations was constrained to be
linear in time. This approximately linear trajectory was strikingly
preserved across all subjects, and is similar in form to the
time-dependent policy adjustments that have been observed in
brain and behaviour in non-human primates21–23. Collectively,
these findings could point to basic limitations of the neural
mechanisms responsible for generating time-dependency in
the decision process and, consequently, to constraints on the

application of such policy adjustments for reward rate
maximization in different settings.

Using lateralized 8–14 Hz oscillations in the EEG as a proxy for
decision-related motor preparation36–38, it was possible to
establish that speed emphasis appeared to affect the dynamics
of decision formation via a combination of static and time-
dependent urgency, rather than a change in the level of the
decision bound. Specifically, while the motor signals reflecting
preparation for the ultimately chosen alternative reached a
stereotyped pre-response level across speed regimes, we observed
a deadline-induced bi-lateral increase in baseline preparation
prior to decision onset, coupled with peri-decisional common
activation of both effectors that was greater for slower responses.
These effects have clear analogues in previous reports. In humans,
functional MRI studies indicate that speed emphasis is at least
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partly generated by an increase in the baseline activation of a
network of decision-related brain regions (reviewed in ref. 1).
In monkeys, speed pressure has similarly been shown to manifest
in higher baseline firing rates of single neurons that reflect the
developing decision process, but also in a time-dependent,
evidence-independent increase in firing rates indicative of a
growing urgency signal21–24. In light of the latter, our findings
suggest that the mechanistic basis of SAT adjustment may be
conserved across species. They also highlight that correlates of
this mechanism in action are observable at the level of scalp
electrophysiology.

How such urgency might be generated in the brain has
been the subject of recent interest. Biophysically detailed
computational analyses indicate that modulation of the gain of
neural processing is one plausible mechanism for generating
urgency in decision circuits19,26,27,39,40. Building on associations
between pupil diameter and the activity of brainstem neuro-
modulatory systems (the LC–NA system in particular41–43)
and the established role of these systems in global gain
modulation44–47, we provided empirical support for these ideas.
We observed that pupil diameter during the pre-motion period
was reliably larger under deadline and that decision-related pupil
dilation increased with elapsed time specifically in this condition,
thereby identifying pupillometric counterparts to the static and

dynamic signatures of urgency that were observed in brain and
behaviour.

Pupil-linked neuromodulatory nuclei like the LC project to
almost the entire cerebral cortex and their associated neuromo-
dulator release exerts a multiplicative influence on neural
dynamics that interacts with the strength and location of ongoing
processing44,46,56. The implication of such a general, global
mechanism for urgency generation is appealing in part because it
affords a simple yet very powerful means for affecting decision-
making that is not specific to any one sensory input modality or
effector. Indeed, global gain modulation might plausibly account
for recent observations that urgency manifests not only in the
firing rates of neurons that track the evolving decision process,
but also in the gain of sensory inputs to decision circuits57, in
more downstream neurons involved directly in movement
execution23, and in the ‘vigour’ of task-irrelevant saccades
during manual reaching decisions28. Similarly, such a global
mechanism for urgency generation affords a parsimonious
explanation for two potentially related observations in our data
that can be viewed as distinct from effects of speed emphasis on
the evidence accumulation process per se: the marginally quicker
non-decision times under deadline; and, the deadline-induced
desynchronization of baseline 8–14 Hz EEG power over occipital
scalp, a phenomenon which itself has been associated with
increased gain of responses in visual cortex58.

We adapted a simple neural network model12 to verify that
global gain modulation alone can produce the behavioural and
neural effects of deadline-induced speed pressure. To this end, a
key qualitative effect that required reproduction was the time-
dependent increase in the common activation of both
accumulators under speed pressure, which we observed in EEG
motor preparation signals and has also been reported in the firing
rates of single neurons involved in decision formation22,23.
Interestingly, this effect breaks the winner-take-all attractor
dynamics characteristic of typical configurations of
biophysically detailed spiking network models of decision-
making59,60, and in general cannot be generated via gain
modulation alone in simpler models (like the DDM) that do
not incorporate a recurrent excitation component. In our model,
the effect was reproduced by constraining the recurrent excitation
of accumulators to be stronger than the lateral inhibition between
them, such that increasing network gain over time effectively
heightened the dominance of excitation over inhibition and led to
building activation in both accumulators. In principle, though,
such an effect would also be produced by a network with more
balanced excitation/inhibition in combination with stronger
gain modulation for excitatory than inhibitory connections
(cf. refs 39,40). Physiological data exploring potential differences
in the neuromodulation of NMDA and GABAergic receptors
could be highly informative about whether such dynamic changes
in the ratio of excitation to inhibition occur in decision circuits.

Finally, although our analyses indicate that global gain
modulation is sufficient to produce the qualitative effects of
deadline-induced speed pressure, this does not preclude the
existence of other sources of urgency in the brain. In particular,
it has been suggested that enhanced speed pressure leads to the
recruitment of cortico-basal ganglia pathways that in turn
generate an effective additive input, via release from inhibition,
to decision and motor circuits1,61,62. Such an influence could
act in tandem with multiplicative gain modulation to amplify
both the static and time-dependent effects of speed emphasis
observed here.

Methods
Subjects. We report data from four independent cohorts of subjects. All subjects
were over the age of 18, had normal or corrected-to-normal vision, and no history
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of psychiatric illness or head injury. They provided written informed consent and
all procedures were approved by the ethics committee of the Leiden University
Institute of Psychology. Subjects received either course credit or a fixed or
performance-dependent gratuity for their participation. Sample sizes were
pre-planned and consistent with other studies of human decision-making, from
our lab and others, that interrogated similar physiological signals and invoked
similar analytical methods. Cohort-specific information is given in the
Supplementary Methods.

General task procedures. All reported studies employed variants of the random
dot motion (RDM) paradigm32. Here we report general task procedures; additional
study-specific information is provided in the Supplementary Methods.

Stimuli were presented using the Psychophysics Toolbox63 for Matlab. Subjects
maintained fixation on a centrally presented cross and decided whether the
dominant direction of motion of a cloud of moving dots centred on fixation was
either leftward or rightward. The difficulty of these discriminations was determined
by the coherence c0 of the cloud of dots. Subjects indicated their decision by
pressing one of two spatially compatible response keys with their left/right index
fingers and were typically given feedback about the accuracy of their response on
each trial. The interval between a subject’s response and subsequent trial onset was
randomly drawn from uniform distributions with study-specific bounds, and as
such the response-to-stimulus interval did not depend on RT from the previous
trial. Subjects completed initial practice and difficulty calibration routines prior to
main testing, and in most cases were monetarily rewarded and punished in a
performance-dependent manner under study-specific incentive schemes. Of
particular note, subjects in studies 1 and 2 received 0.5b for every correct decision,
lost 0.5b for every incorrect decision and, in the DL regime of these studies, lost 5b
if they failed to respond within a temporal deadline of 1.4 s following motion onset.
This relatively heavy punishment for missed deadlines serves to heighten the
deadline-induced speed pressure and was implemented to mitigate the ‘accuracy
bias’—a prioritization of accurate decisions even at the cost of decreased reward
rate—that human subjects sometimes display on choice RT tasks4,54 and could
attenuate time-dependent adjustments to decision policy30.

In all studies, subjects attended a single testing session and discrimination
difficulties were calibrated to yield approximately similar response accuracies
across individuals. In study 1, 21 subjects performed 8 blocks of 180 trials at a fixed
discrimination difficulty per individual (equating to 75% accuracy under deadline),
with 4 blocks under a deadline of 1.4 s and 4 under free response. In study 2, 23
subjects performed 10 blocks of 90 trials, split into the same DL/FR conditions at
the same subject-specific difficulty setting. In study 3, 26 subjects performed 5
blocks of 100 trials, this time all at a lower discrimination difficulty (equating to
85% accuracy) and a response deadline of 1.5 s. In study 4, 21 subjects performed 8
blocks of 160 trials, again under a 1.5 s deadline but now two difficulty levels
(corresponding to 70 and 85% accuracies) that were interleaved in random order
across trials within each block. In all cases subjects were familiarized with the task
and encouraged to form stable estimates of the precise timing of the response
deadline during practice routines.

Several task design features were implemented to minimize contamination of
EEG (study 1) and pupillometric (study 2) signals: Upon response execution,
coherent dot motion transitioned to purely random motion for a fixed time to
avoid sensory or feedback-related transients at the time of response execution and
minimize post-decisional evidence accumulation64; a mask of static dots was
displayed during the inter-motion interval to avoid luminance-related transients at
motion onset; and, during pupillometry, the inter-trial interval was extended to
negate contamination of the baseline period by the previous trial’s dilation
response, and post-response feedback was not provided so that the dilation
response was not contaminated by feedback-related processes.

All statistical tests were two-tailed. In cases where data were non-normal
(as determined by the Kolmogorov–Smirnov test), non-parametric tests were used
as described below.

Analysing empirical conditional accuracy functions. Single-trial logistic
regression was used to estimate mean accuracy as a function of RT (the CAF),
for each task condition and subject. To account for both the dominant decreasing
portion of the observed CAFs and an initial increasing portion due to a small
percentage of inaccurate premature responses, we constructed an algorithm that
minimizes the combined sum of squared errors of piece-wise logistic regressions
of accuracy (1¼ correct, 0¼ error) onto RT, splitting trials before and after a
temporal inflection point a such that

Pcorrect ¼
1þ e� b0 þb1� RT� að Þð Þ� �� 1

; RT� a � 0

1þ e� b0 þ b2� RT� að Þð Þ� �� 1
; RT� a40

(
ð1Þ

Here b0 is accuracy at a, b1 is the slope of the CAF before a, and b2 is the slope of
the CAF after a. b1 was constrained to be Z0 to reflect the fact that the left
segment of the piece-wise fit should only account for the initial increasing portion
of the CAF. This model was fit using Nelder-Mead simplex minimization to
estimate the b0, b1 and b2 parameters while conducting an exhaustive search of
possible a values (step-size¼ 10 ms ending at 1 s). Whichever piece-wise segment is
fit first determines b0 and thus constrains the fit of the remaining segment;

therefore, the algorithm was run twice (left segment fit first and right segment fit
first) for each a to find the true minimum30. In fits to FR trials from task 1, all RTs
longer than 5 s were excluded.

To estimate accuracy at the time of the deadline (Fig. 1c), we used the
piece-wise regression fits for each subject to calculate accuracy when RT¼ 1.4 s.
The low number of trials immediately preceding the deadline prohibits a precise
characterization of the shape of the empirical CAF at this time point. However, the
above single-trial regression approach allows for a reasonable approximation by
exploiting consistencies in the temporal evolution of the CAF. The appropriateness
of this approach relies on any change in decision policy being gradual rather than
abrupt, which appeared to be the case in our data given the smooth right tails of the
DL RT distributions (Fig. 1b) and the shapes of the fitted urgency signals (Fig. 3b).

EEG acquisition and analysis. Continuous EEG was acquired from the first study
cohort using an ActiveTwo system (BioSemi, The Netherlands) from 64 scalp
electrodes, configured to the standard 10/20 setup and digitized at 512 Hz. Eye
movements were recorded using two electrodes positioned above and below the left
eye and two electrodes positioned at the outer canthus of each eye. EEG data were
processed in Matlab via custom scripting and subroutines from the EEGLAB
toolbox65. We describe the full EEG preprocessing pipeline in Supplementary
Methods. In brief, we used Morlet wavelet convolution to estimate the power of
effector-specific m (8–14 Hz) oscillations, which we then employed as an index of
decision-related motor preparation36–38. Pre-stimulus m power was measured as
the mean power from � 0.3 to � 0.1 s preceding motion onset. 8–14 Hz power in
the human EEG is subject to a prominent decrease in the immediate post-stimulus
period that is generated over lateral occipital scalp (Fig. 2b, middle inset) but
spreads anteriorly and contaminates early portions of the motor preparation
signals of interest here. For this reason, we restricted our analyses of post-onset
m signals to the period immediately preceding response execution, which is less
susceptible to contamination by this early occipital response. Pre-response m was
measured as the mean power from � 0.17 to � 0.05 s preceding response
execution (a window that was centred on the latency of peak desynchronization in
the response-aligned grand-averages and chosen in a manner that was orthogonal
to potential RT and condition�RT effects; Fig. 2b, right).

We interrogated relationships between m power and decision-making behaviour
via a series of single-trial within-subjects regression models that are described in
the Results section and specified in full in Supplementary Methods. For all analyses,
FR trials with RT45 s were not included. Additionally, to mitigate the influence of
the stereotyped stimulus-evoked occipital response (Fig. 2b, middle inset) on the
motor m signals of interest here and also exclude ‘fast guesses’ from analysis,
we discarded trials with RTo0.5 s from all EEG analyses. For all models, the
group-level significance of effects represented by individual regression coefficients
(bi) was tested via one-sample t-test (H0: bi¼ 0).

In one analysis, we examined m signals for evidence of a time-dependent
influence on motor preparation that varied with speed pressure. With the decision
bound fixed, the difference in activation between accumulators at the time of
decision commitment can provide a proxy for the strength of an additive urgency
signal. Specifically, if the decision process is driven by evidence accumulation
without urgency in a winner-take-all competitive network (for example, ref. 59),
then the winning accumulator will inhibit the losing accumulator and the
difference in their activations will be large by the time the decision bound is
reached. On the other hand, if both accumulators also receive additional, evidence-
independent input due to urgency, then the common activation of both
accumulators at the time of commitment should increase in proportion to the
strength of the urgency signal at that time and there will be less of a difference
between accumulators when urgency is stronger22,23. Thus, the shape of the
urgency signal over time can be approximated by examining, across all levels of RT,
either the raw amplitude of the losing accumulator at the time of commitment, or
the difference in activation between accumulators at that time. We focus on the
latter because a difference metric is, in principle, more robust to any RT-dependent
contamination of m signals by the strong bi-lateral occipital response described
above (Fig. 2b, middle inset). However, we also examined the pre-response
amplitude of the ipsi-lateral m signal alone for time-dependency, and this analysis
yielded similar effects (Supplementary Fig. 6).

We also explored the relationship between decision-making behaviour and
effector-specific power in the b frequency band (14–30 Hz), which has also been
linked to decision-making36–38. However, b power did not exhibit several of the
critical effects that we identified in the m signals (Supplementary Fig. 7).

Pupillometric acquisition and analysis. Pupil diameter and gaze position of the
second study cohort were recorded at a sampling rate of 250 Hz using an Eyelink
1000 eye-tracker (SR Research, Canada), and analysed in Matlab. After data
cleaning and artifact rejection (see Supplementary Methods), we employed a
paired-samples t-test and single-trial within-subjects regressions to examine speed
regime effects on pre-motion pupil diameter and post-onset pupil dilation,
respectively. Pre-motion pupil diameter was measured as the mean, unbaselined
pupil diameter from � 0.2 to 0 s relative to motion onset. Evoked pupil dilation
was measured as the mean pupil diameter within a 0.7 s window centred on the
latency of peak dilation in the response-aligned grand-average waveforms from
each speed regime (0.55 s post-response in FR, 0.75 s post-response in DL; Fig. 4b),
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baselined relative to the pre-stimulus interval, though we also show that the
reported effects are robust to different measurement windows (Supplementary
Fig. 4).

The phasic input to the peripheral system controlling pupil diameter was
modelled as a linear combination of three temporal components: transients at
motion onset and response, and a sustained component throughout the intervening
period49,50. For each subject and speed emphasis condition, eight different models
were constructed in which the sustained component took one of the following
shapes (Fig. 5a): (1) a boxcar with constant amplitude throughout the decision
interval; (2) a linear up-ramp that grew in amplitude with increasing decision time;
(3) a ramp-to-threshold; (4) a linear decay with a starting amplitude that was larger
for slower RTs but whose amplitude always terminated at zero; (5) a linear
decay-to-threshold which began at a fixed amplitude and terminated at zero; and,
(6–8) versions of the boxcar, up-ramp and down-ramp in which the sustained
component for each trial was normalized by the number of samples in that trial’s
decision interval, thereby negatively modulating these components by RT. To fit
each model, a vector of concatenated pupil dilation waveforms, from 0.2 s pre-
stimulus to 2.5 s post-response, was regressed onto a general linear model
composed of the three temporal components (onset, sustained, response)
convolved with a pupil impulse response function51:

h tð Þ ¼ tw�e� t w=tmaxð Þ ð2Þ

where w¼ 10.1 and tmax¼ 930 ms (matching the function used in refs 49–51,
though the key findings were robust to specific parameter combinations;
Supplementary Fig. 5). Model fit was assessed using the Bayes Information
Criterion (BIC) for models estimated via least squares:

BIC ¼ nþ n log 2pð Þþ log SSR=nð Þþ kþ 1ð Þ log nð Þ ð3Þ

where n is the number of samples, SSR is the residual sum of squares, and k is the
number of free parameters. The relative goodness of fit between two given models
was assessed non-parametrically by subjecting difference values (BIC1-BIC2) to
Wilcoxon signed rank tests.

Drift diffusion modelling. Behavioural data from the study 1 cohort were fit with
several versions of the DDM for two-alternative decisions10, both with and without
an urgency component. In its most basic form, the DDM assumes that noisy
sensory evidence is accumulated from a starting point z at drift rate v and a
decision is made when a criterial amount of cumulative evidence reaches one of
two opposing boundaries corresponding to either choice option. The distance
between boundaries is the boundary separation a, while the model ascribes all non-
decision-related processing to a non-decision time parameter ter. Noise in the
evidence is determined by s, the s.d. of a zero-mean Gaussian distribution, and is
fixed at 0.1 to scale all other parameters66. Given any combination of the above
parameters, the DDM yields a flat CAF and thus cannot account for the negative
CAF slopes that we observed in our data. However, including between-trial
variability in drift rate (normally distributed with s.d.¼ Z) allows the model to
produce decreasing CAFs33,34, and so we also included this parameter in our model
fits. In all models, z was fixed at a/2. Thus, what we refer to as the ‘standard DDM’
had, at a minimum, four free parameters (v, Z, a, ter).

Informed by our EEG findings, we also considered DDM variants that
incorporate an additive urgency component. In the ‘urgency DDM’, decisions are
determined by the states of two perfectly anti-correlated accumulators that are
subject to regular drift diffusion, and are each summed with the same time-varying,
evidence-independent quantity (the urgency signal). A decision is made when the
total activation (diffusion þ urgency) of one of the accumulators passes a common
decision bound (fixed at 1 for all conditions and subjects). The shape of the
urgency signal was parameterized by a logistic function:

u tð Þ ¼ u0 þ 1� e� t=lð Þk
� �

ð4Þ

where u(t) is the magnitude of the urgency at decision time t, u0 is the static
component of the urgency (that is, the value of u when t¼ 0), and k and l are
shape and scale parameters that determine the shape of the time-dependent
component of the urgency. The logistic function was chosen because it can produce
a variety of different shapes of urgency signal (concave, convex, approximately
linear, flat) using few free parameters. Although conceptually distinct, this urgency
model is mathematically identical to a model in which the standard DDM is
coupled with time-varying decision bounds. The urgency DDM had a minimum of
five free parameters (v, ter, u0, k, l), or six in cases where Z was also included.

We fit a number of models with varying parameter constraints (Supplementary
Table 1) and estimated parameters for each model and subject using maximum
likelihood estimation procedures that are described in the Supplementary Methods.
Of particular note, for the urgency DDM we invoked a method for analytically
deriving first passage time densities through continuously differentiable time-
varying bounds67. This approach is based on the analysis of renewal equations and
described in detail by Smith68 and Zhang et al.69. The Supplementary Methods also
contain a detailed description of our approach for estimating the optimal, reward-
maximizing time-dependent urgency signals, given our task, for a representative set
of time-invariant parameters.

Leaky competing accumulator modelling. To interrogate effects of global gain
modulation on decision-making, a modelling approach must be employed that
allows basic features of neural information processing, such as the relative strength
of recurrent excitation and lateral inhibition, to be dissociated; these properties of a
neural network, which are not distinguished in the more abstract DDM, determine
the nature of effects of gain modulation on accumulation dynamics and decision-
making behaviour39,40. We therefore modelled gain modulation by adapting the
LCA model12, which is built upon such principles of neural computation and offers
a tractable means of interrogating gain effects without the level of complexity
inherent in more biophysically detailed models of decision-related neural
population dynamics39,40,59. Note that we did not employ this model for earlier
quantitative model comparison because, despite its simplicity relative to more
biophysically plausible neural networks, it is under-constrained (see Supplementary
Methods).

In the two-alternative LCA model, decision-making is driven by a simple two-
layer neural network consisting of two units over which external input is
represented, and two accumulator units, one for each response alternative, that
determine choice (Fig. 6a). Each unit, which represents a population of functionally
equivalent neurons, is characterized by two variables: its activation, which captures
the net input to the unit, and its output, which is related to activation via a
nonlinear transfer function (see below). The activation values of the first (correct)
and second (incorrect) input units are I1 and I2, respectively, and their associated
outputs to the accumulator units are f(I1) and f(I2). The momentary change in the
activation of each accumulator unit xi can be approximated by the following finite
difference equations12:

Dx1 ¼ f I1ð Þ� lx1 þ af x1ð Þ� bf x2ð Þþ f N 0; sð Þð Þ
Dx2 ¼ f I2ð Þ� lx2 þ af x2ð Þ� bf x1ð Þþ f N 0; sð Þð Þ ð5Þ

and the accumulator units are subject to a lower bound on activation such that:

x1 tþ 1ð Þ ¼ max 0; x1 tð ÞþDx1ð Þ
x2 tþ 1ð Þ ¼ max 0; x2 tð ÞþDx2ð Þ ð6Þ

In Equation (5), l represents the leak or decay of activation over time, a represents
recurrent excitation, b represents lateral inhibition, and N(0,s) is a zero-mean
Gaussian-distributed noise term with s.d.¼ s. A decision is made in the model
when the activation of one of the accumulator units exceeds a decision bound A.

Note that, with the exception of the leak, every term that contributes to Dxi in
Equation (5) is passed through the transfer function relating a unit’s activation to
its output. Varying the slope of this function provides a natural way to implement
global gain modulation in the LCA. In accordance with extensive previous
modelling work (for example, refs 27,45,47,70,71), we assumed that the transfer
function is sigmoidal in shape. The sigmoid places upper and lower bounds on
output and thus prevents runaway activation in cases where the effective recurrent
excitation is greater than the leakage (i.e. af(xi)–bf(xi0ai)4lxi), which can happen
when gain is high. We favored a transfer function that becomes linear within the
range of possible outputs as gain approaches 0, thus approximating the threshold-
linear function employed in the original LCA model12, and step-like as gain
approaches N. This function took the following form70:

f x j 0;
1
g

� �
¼

� y; x � � y

� yþ 2y
R x

� y
j y j 0;1g
� �

dyR y

� y
j y j 0;1g
� �

dy
; � y � x � y

y; x4y

8>><
>>: ð7Þ

where j(0,1/g) is the cumulative function of a normal distribution with mean¼ 0
and s.d.¼ 1/g, and y determines the symmetric upper and lower bounds on output.
The gain parameter g determines the steepness of the non-linearity in the function
(Fig. 6b).

Informed by our pupillometric findings, we realized urgency through global
gain modulation in this adapted LCA model by allowing both the baseline offset
and within-trial time-varying trajectory of the g parameter to vary with speed
regime (Fig. 6c). All other model parameters were fixed across speed regimes. Full
specifications of the remaining model parameters, fitting procedures, and approach
used for simulating accumulator time-series are all provided in the Supplementary
Methods.

Data availability. The data and computer code that support the findings of this
study are available from the corresponding author on request.
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Intergroup conflict persists when and because individuals make
costly contributions to their group’s fighting capacity, but how
groups organize contributions into effective collective action remains
poorly understood. Here we distinguish between contributions
aimed at subordinating out-groups (out-group aggression) from
those aimed at defending the in-group against possible out-group
aggression (in-group defense). We conducted two experiments in
which three-person aggressor groups confronted three-person de-
fender groups in a multiround contest game (n = 276; 92 aggres-
sor–defender contests). Individuals received an endowment from
which they could contribute to their group’s fighting capacity. Con-
tributions were always wasted, but when the aggressor group’s
fighting capacity exceeded that of the defender group, the aggressor
group acquired the defender group’s remaining resources (other-
wise, individuals on both sides were left with the remainders of their
endowment). In-group defense appeared stronger and better coor-
dinated than out-group aggression, and defender groups survived
roughly 70% of the attacks. This low success rate for aggressor
groups mirrored that of group-hunting predators such as wolves
and chimpanzees (n = 1,382 cases), hostile takeovers in industry
(n = 1,637 cases), and interstate conflicts (n = 2,586). Furthermore,
whereas peer punishment increased out-group aggression more
than in-group defense without affecting success rates (Exp. 1),
sequential (vs. simultaneous) decision-making increased coordination
of collective action for out-group aggression, doubling the aggres-
sor’s success rate (Exp. 2). The relatively high success rate of in-group
defense suggests evolutionary and cultural pressures may have fa-
vored capacities for cooperation and coordination when the group
goal is to defend, rather than to expand, dominate, and exploit.

competition | parochial altruism | coordination | collective action |
intergroup relations

Human history is marked by intergroup conflict. From tribal
warfare in the Holocene to Viking raids in medieval times,

to terrorist attacks in current times, small groups of often no
more than a handful of individuals organize for collective vio-
lence and aggression. Individuals within such groups contribute,
at sometimes exceedingly high personal cost, to their group’s
capacity to fight other groups (1–5), and in doing so, individuals
and their groups waste resources and people and create imprints
on collective memories that affect intergroup relations for gen-
erations to come (6–10).
Given the risk for injury and death, and the collective waste-

fulness of intergroup conflict, it may seem puzzling that people self-
sacrifice and make costly contributions to their group’s fighting
capacity. However, by contributing to intergroup aggression, indi-
viduals enable their groups to subordinate rivaling out-groups and
absorb their resources (3, 4), something from which individual
group members benefit too. Indeed, groups that most effectively
elicit contributions from their members are most likely to be vic-
torious, and perhaps intergroup competition and conflict pressure
individuals to contribute to intergroup violence (1, 3, 5, 11, 12) and
its supporting institutions (8, 9, 13, 14).

That intergroup conflict elicits self-sacrificial contributions to
one’s group’s fighting capacity has been robustly revealed in
experiments using N-person (intergroup) prisoner’s dilemma
(4, 5, 15–17) or price-contest games (18–21). What cannot be
derived from these setups, however, is whether individuals self-
sacrifice to (i) defend their in-group against out-group aggres-
sion; (ii) to aggressively exploit and subordinate the out-group;
or (iii) because of some combination of both reasons (5, 9, 10, 22,
23). In addition, it is unclear how the willingness to defend the
in-group relates to the willingness to aggress out-groups. These
issues are nontrivial because tendencies for in-group defense and
out-group aggression are often differentially dispersed between
opposing groups. From group-hunting by lions, wolves, or killer
whales (24, 25), to groups of chimpanzees raiding their neighbors
(11), to hostile takeovers in the marketplace (26), and to terri-
torial conflicts within and between nation states (27), intergroup
conflict is often a clash between the antagonist’s out-group ag-
gression and the opponent’s in-group defense (23, 28). Second, in-
group defense and out-group aggression appear to have distinct
neurobiological origins (5, 29–31), and may thus recruit different
within-group dynamics (4, 28). Whereas self-defense is impulsive
and relies on brain structures involved in threat signaling and
emotion regulation, offensive aggression is more instrumental and
conditioned by executive control (29–31). Third, the motivation to
avoid loss is stronger than the search for gain (32, 33), suggesting
that individuals more readily contribute to defensive, rather than
offensive, aggression. Finally, self-sacrifice in combat is publicly
rewarded more (e.g., with a Medal of Honor) when it served in-
group defense rather than out-group aggression (34). Accordingly,
in-group defense may emerge more spontaneously, and individuals
may be more intrinsically motivated to contribute to in-group de-
fense than to out-group aggression.

Significance

Across a range of domains, from group-hunting predators to
laboratory groups, companies, and nation states, we find that
out-group aggression is less successful because it is more difficult
to coordinate than in-group defense. This finding explains why
appeals for defending the in-group may be more persuasive than
appeals to aggress a rivaling out-group and suggests that (third)
parties seeking to regulate intergroup conflict should, in addition
to reducing willingness to contribute to one’s group’s fighting
capacity, undermine arrangements for coordinating out-group
aggression, such as leadership, communication, and infrastructure.
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If in-group defense is indeed more intrinsically motivating and
spontaneous, groups preparing for in-group defense should face
fewer noncontributors than groups preparing for out-group ag-
gression. Aggressor groups should thus have higher within-group
dispersion in contributions and may have greater difficulty or-
ganizing adequate out-group aggression. This collective action
problem in aggressor groups may emerge because of motivation
failure (individuals are less willing to contribute to out-group
aggression than to in-group defense), or it may be the result of
poor coordination (it is more difficult to coordinate and align
individual contributions to effectively aggress a rivaling group
than it is to raise a proper in-group defense).
We examined these possibilities and their consequences for

conflict trajectories and resolution by pitting out-group aggression
against in-group defense. Because existing models of intergroup
conflict such as N-person prisoners’ dilemmas and intergroup
contest games are ill-fitted to distinguish between out-group aggres-
sion and in-group defense, we developed an intergroup aggressor–
defender conflict (IADC) game. Six individuals randomly divided
into three-person aggressor and defender groups each received
20 Experimental Euros from which they could contribute g (0 ≤ gi ≤
20) to their group’s pool C (0 ≤ C ≤ 60). Individual contributions to
the pool were wasted, but when Caggressor > Cdefender, the ag-
gressor won the remaining resources of the defenders (60 −
Cdefender), which was divided equally among aggressor group
members and added to their remaining endowments (20 − gi).
Defenders thus earned 0 when aggressors won. However, when
Caggressor ≤ Cdefender, defenders survived, and individuals on both
sides kept their remaining endowments (20 − gi). Thus, individual
contributions in aggressor (defender) groups reflect out-group ag-
gression (in-group defense). We used the game to test whether
individual contributions to out-group aggression are weaker than
those to in-group defense, examine how this possible difference
translates into aggressor’s success in subordinating its defender, and
determine whether possible failures to subordinate defender groups
are the result of a lack of motivation to contribute to out-group
aggression and/or to a failure to align and coordinate individual
contributions to out-group aggression.

Method Summary
The IADC was implemented in two experiments. In Exp. 1, n =
144 subjects participated (106 females; median age, 21 y). In
Exp. 2, n = 132 subjects participated (78 females; median age,
22 y). In each experiment, one session involved six subjects di-
vided at random into a three-person aggressor and a three-person
defender group; Exp. 1 thus has 24 (144/6) IADC sessions, and
Exp. 2 had 22 (132/6) IADC sessions. In both experiments, the six
individuals invited for a single IADC session were randomly
assigned to one of two laboratory rooms and one of three individual
cubicles within that room. Subjects were unaware of who else was in
either laboratory room and, once seated, signed informed consent
and read instructions for the IADC (Materials and Methods).
Thereafter, subjects indicated their contribution g (0 ≤ gi ≤ 20) to
their group’s pool C and were informed about the total contribution
their group made to C (0 ≤ C ≤ 60), the total contribution C made
by the other group, and the resulting earnings to the members of
their own group, themselves included. This feedback concluded one
IADC episode. In total, subjects engaged in one block of five
baseline episodes and one block of five treatment episodes (i.e.,
allowing for peer punishment in Exp. 1 and for sequential decision-
making in Exp. 2; further detail follows). The order in which blocks
were presented was counter balanced and found not to qualify the
conclusions drawn here.
Investments were always wasted, and, from a social welfare

perspective, it thus is optimal for all individuals on both sides not
to contribute anything. This social welfare perspective contrasts
with both individual and group welfare considerations. Specifically,
the IADC has mixed-strategy Nash equilibria in which individuals

contribute to out-group aggression (versus in-group defense) on
average mean = 10.15 (versus mean = 9.77). This analysis also
implies that aggressor (versus defender) groups win (versus survive)
32.45% (versus 67.55%) of the episodes (35) (Materials and
Methods). We examined these estimates against the data from the
five baseline episodes of the two experiments combined (n = 276
individuals in 46 IADCs). Out-group aggression fell below
(mean = −2.401; SE = 0.567), and in-group defense exceeded
(mean = 0.858; SE = 0.400), the Nash equilibrium [t(45) = −9.231
(P ≤ 0.001) and t(45) = 2.146 (P = 0.037)]. Aggressors defeated
defenders in 22.5% of their attacks, which is below the Nash suc-
cess rate [mean = −0.679; SE = 0.154; t(45) = −4.405; P ≤ 0.001].

Experiment 1. As noted, a first possible explanation for the rela-
tively low success rate for out-group aggression is a relatively low
willingness to contribute to the aggressor’s fighting capacity. If
true, sanctioning arrangements that are known to increase con-
tributions to public goods should increase contributions more in
aggressor groups than in defender groups (in which contributions
are already high). If sanctions indeed affect contributions, espe-
cially in aggressor groups, and if relatively low willingness to invest
is a cause for the aggressor’s low success rate, sanctions may also
increase the aggressor group’s success rate.
One sanctioning arrangement that can increase costly contribu-

tions is peer punishment. Individuals, after they see their group
members’ contributions, can execute a punishment that is costly
to themselves, but more costly to the punished group member or
members (13, 19, 36–39). Experiments have shown that indi-
viduals punish to motivate others to contribute more and that
individuals respond to (the threat of) punishment by increasing
subsequent contributions in public good provision (36–39) and
intergroup contests (13, 18, 19). Accordingly, Exp. 1 examined
whether, relative to baseline episodes in which peer punishment
was absent, the presence of peer punishment increased contri-
butions to the group’s fighting capacity, especially in aggressor
groups, and whether such relative increase in out-group aggres-
sion translates into higher success rates for aggressor groups. The
experiment involved five baseline episodes and five consecutive
episodes in which individuals could assign costly punishment
within groups. In episodes with peer punishment, each player
i received 10 “decrement points” and could assign s (0 ≤ si;j ≤ 5)
to any other player j in their group, with each point assigned
reducing 1 point from the punisher i’s Experimental Euros (EE),
and 3 points from the punished player j’s EE (punishment across
groups was not possible). As in baseline episodes, resulting
earnings were then shown, which ended the episode [on each
round, we randomly reshuffled the letter by which group members
were identified, so that within the group, (expecting) punishment
was decoupled from reputation and reciprocity considerations].
Data were aggregated to the group level and submitted to a

2 (role: aggressor/defender) × 2 (punishment: present/absent)
ANOVA. Contributions to in-group defense were higher than to
out-group aggression [F(1, 23) = 41.97; P = 0.0001]. Importantly,
punishment increased contributions to out-group aggression
[F(1, 23) = 4.49; P = 0.046], but not to in-group defense [F(1, 23) =
1.18; P = 0.289] (Fig. 1A). Reflecting less coordination in ag-
gressor groups, we observed that within-group dispersion in a
conflict episode was larger for out-group aggression than for in-
group defense [F(1, 23) = 14.52; P = 0.001], and dispersion was
not influenced by punishment [Fig. 1B; role × punishment:
F(1, 23) = 1.26; P = 0.276]. Zooming in on noncontributors
(individuals who invested zero, within groups and across epi-
sodes), ANOVA revealed effects for role [F(1, 23) = 21.22; P =
0.001], punishment [F(1, 23) = 9.25; P = 0.006], and role × pun-
ishment [F(1, 23) = 8.60; P = 0.008] (Fig. 1C). Punishment did
not affect the (very low) number of people not contributing to in-group
defense, but reduced the higher number of people not contributing
to out-group aggression from 23% to 13%. Thus, peer punishment
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increased out-group aggression more than in-group defense. This
increased motivation notwithstanding, punishment failed to in-
crease success: Aggressor groups only won 23.75% of all epi-
sodes, a success rate not conditioned by punishment [F(1, 23) ≤
0.35; all P ≥ 0.588] (Fig. 1D).
In Exp. 1, peer punishment increased contributions more in

aggressor than defender groups, but the increased fighting capacity
in aggressor groups did not increase success (and reduced individual
wealth; Materials and Methods). The relatively low success rate for
out-group aggression cannot be simply elevated by increasing the
contributions. Exp. 2 targeted the alternative possibility: out-
group aggression fails because of poor coordination. If true, ar-
rangements that enable groups to align their contributions into
coordinated fighting should be particularly effective in aggressor
groups, thus increasing their success rate. One such arrangement
is sequential decision-making (40, 41, 51), which has been shown
to solve collective action problems in public goods provision (40–
43). In such a procedure, one individual moves first, allowing the
rest of the group to adapt and follow the first-mover’s lead (40, 41,
43). It is seen in group-hunting carnivores such as wolves (upon
encircling their prey, the group waits until the most senior wolf
leads by launching the first attack) (25, 44), and has been identified
as a minimal form of leadership with voluntary followers (45, 46).

Experiment 2. In addition to the five baseline (simultaneous de-
cision-making) episodes, Exp. 2 included five episodes of sequential
decision-making: one member in each group was randomly selected
to move first, then the randomly selected second player made their
decision, and then the remaining third player made their decision
(43). Each decision was shown to the other two group members.
The episode ended with back-reporting earnings.

Data were submitted to a 2 (role: aggressor/defender) × 2
(decision-making procedure: simultaneous/sequential) mixed-model
ANOVA. Contributions to in-group defense were higher than to
out-group aggression [F(1, 21) = 29.30; P ≤ 0.001) and were not
affected by decision-making procedure [F(1, 21) = 0.07; P = 0.799]
or the role × procedure interaction [F(1, 21) = 2.71; P = 0.115] (Fig.
2A). As in Exp. 1, dispersion was larger for out-group aggression
than for in-group defense [F(1, 21) = 5.42; P = 0.030]. However, a
role × procedure interaction [F(1, 21) = 5.04; P = 0.036) showed
that sequential decision-making reduced within-episode dispersion
for out-group aggression, but not for in-group defense (Fig. 2B).
Zooming in on noncontributors, ANOVA revealed effects for role
[F(1, 21) = 17.52; P ≤ 0.001] and role × procedure [F(1, 21) = 6.36;
P = 0.020] (Fig. 2C). Sequential decision-making did not affect the
(low) number of people not contributing to in-group defense; in
aggressor groups, however, sequential decision-making reduced the
(higher) number of people not contributing to out-group aggression
from 31% to 23%. Crucially, sequential decision-making almost
doubled the aggressor’s success, from 20% under simultaneous
decision-making to 35% under sequential decision-making [F(1,
21) = 6.05; P = 0.023) (Fig. 2D).

Conclusions and Discussion
The experiments together showed that individual contributions
to out-group aggression are weaker than those to in-group defense,
and aggressor groups frequently fail to win the conflict and waste
individual resources on ineffective out-group aggression. This
failure is unlikely to be caused by a lack of motivation to contribute
to out-group aggression. Exp. 1 showed that peer punishment
motivated individuals to contribute more to out-group aggression
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(but not to in-group defense), yet such higher contributions did not
translate into increased success rates for out-group aggression,
leading to more wasted resources and lower overall welfare.
Exp. 2 suggested that the relatively low success rate for ag-

gressor groups can be attributed to a failure to align and co-
ordinate individual contributions to out-group aggression into
effective collective action. This possibility was tested directly by
computing, as an index of coordination, the within-episode intraclass
correlation for contributions (47) (Materials and Methods). Relative
to baseline, sequential decision-making increased coordination in
aggressor groups more than in defender groups (Fig. 3A). Also, as
shown, sequential decision-making improved coordination more
than peer punishment, and coordination predicted success for out-
group aggression [r = 0.30; t(90) = 2.94; P = 0.004; Fig. 3B]. It fol-
lows that the aggressor group’s failure to subordinate its defender is
a result of the aggressor’s tougher task of coordinating within-group
contributions into effective out-group aggression.
Willingness to contribute, coordinated collective action, and

aggressor success rates were revealed in an intergroup conflict
that modeled a clashing of out-group aggression by one antag-
onist and in-group defense by its opponent. Real-world analogies
are group-hunting carnivores facing prey aggressively defending
themselves, boards of directors attempting and warding off a
hostile takeover, tribal raiding and warfare, and most interstate

disputes. For example, of the 2,209 documented interstate con-
flicts since the Congress of Vienna in 1816 (27, 48), 67% were
between aggressors seeking territorial or policy change in states
that tried to defend the status quo (Materials and Methods).
Similar to our model, these aggressor–defender conflicts typi-
cally see an aggressor success rate of around 35%: aggressor
states win less than 30% of the interstate conflicts in which they
are involved, and industry boards pushing for hostile takeover
are successful only 40% of the time (Fig. 4A) (49–51) (Materials
and Methods). Even hunting groups of wolves, lions, jackals, or
killer whales are successful once in every three attempts (33%;
Fig. 4B) (24, 44, 52–58) (Materials and Methods).
The finding that, across species and types of intergroup con-

flict, aggressors succeed a third of the time on average may be a
result of the need to coordinate collective action into a costly
attack sometimes, but not all of the time. Indeed, aggressing all
of the time is energetically impossible. Also, it would set a perma-
nent high level of in-group defense and prohibit defender groups
from being lured into an illusionary state of safety, with lowered
defense and concomitant higher probability of successful capture
(31). To trump in-group defense, aggressors need to launch surprise
attacks. Next to a willingness to sacrifice private resources, launching
surprise attacks requires careful within-group coordination.
Our conclusions derive, in part, from two laboratory experiments

and may be limited to the specific parameters used to design the
IADC. In many intergroup conflicts, including those analyzed here,
a single failure to defend adequately will result in the death for the
prey, yet after a failure to capture, a predator can find an alter-
native prey. As noted, however, attacking is very costly, and when
a predator repeatedly fails on consecutive attacks, it dies just like
the prey that fails to adequately defend. Similarly, a company
attempting but failing a hostile takeover may be weakened to the
extent that bankruptcy cannot be avoided. Thus, whereas in the
current experiments both aggressor and defender groups re-
ceived a full reset of their endowments on each new round, of-
tentimes such a reset can be less abundant or substantially
delayed, and the cost of unsuccessful attack may be (much)
higher than in our experiments. Whether these deter individuals
from contributing to out-group aggression or stimulate contri-
butions and facilitate coordination of collective action remains
an issue for further research.
It has been argued that histories of intergroup conflict and com-

petition may have acted as selection pressures favoring self-sacrificial
contributions to one’s group’s fighting capacity and contributed
to the development and spread of institutions and technologies
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that enable groups to coordinate their members’ activities and
contributions (3, 14). Current findings align with these possibilities.
However, the relatively high success rate of in-group defense sug-
gests that evolutionary and cultural pressures may have favored
capacities for cooperation and coordination when the group goal is
to defend, rather than to expand, dominate, and exploit.

Materials and Methods
Experiments were approved by the University of Amsterdam Psychology
Research Ethics Board (files 2014-WOP-3451 and 2015-WOP-4531); subjects
provided written informed consent before the experiment and were
debriefed. Subjects were recruited on the university campus through an
online recruiting website for a study announced as “human decision making
in groups.” The experimental instructions used neutral language through-
out (e.g., groups were referred to as group A and group B, contributions
were labeled investments, and terms such as in-group defense and out-
group aggression were avoided). All subjects passed a comprehension check
that consisted of two complete scenarios for one episode of the IADC from
the perspective of their role, with their group winning and losing the epi-
sode, respectively. Experiments involved no deception, and subjects received
a V10 show-up fee and mean = V3.62 (range, 0–V10) for their performance.
Personal earnings in both experiments were based on the average of two
randomly selected baseline episodes and two punishment (Exp. 1) or sequential
decision-making (Exp. 2) episodes, provided that earnings would not drop
below the V10 show-up fee and that both groups were rewarded equally
(per local policies within our research laboratories). To preserve confidenti-
ality, earnings were calculated afterward and transferred to the subject’s
bank account.

Game-Theoretic Analysis. Game-theoretic equilibria for the IADC game, with
two three-person groups, each member assumed to have risk-neutral pref-
erences, and a discretionary resource to invest from, were numerically esti-
mated using amodified version of an algorithm developed by Chatterjee (35)
in Matlab. The resulting unique mixed-strategy Nash equilibrium assigns the
same strategy for players within the same group. For each pure strategy (range,
0–20), the probabilities for investing in out-group aggression (in-group defense)
are P(0) = 0.5322 (0.0105), P(1) = 0.0876 (0.5615), P(2) = 0.045 (0.1050), P(3) =
0.0321 (0.0249), P(4) = 0.0068 (0.0241), P(5) = 0.0067 (0.0198), P(6) = 0.0095
(0.0894), P(7) = 0.0283 (0.0844), P(8) = 0.1125 (0.0087), P(9) = 0.0152 (0.0076),
P(10) = 0.0066 (0.0067), P(11) = 0.0054 (0.0051), P(12) = 0.0046 (0.0044), P(13) =
0.0054 (0.0050), P(14) = 0.0134 (0.0064), P(15) = 0.0594 (0.0080), P(16) = 0.0147
(0.0089), P(17) = 0.0043 (0.0073), P(18) = 0.0024 (0.0053), P(19) = 0.0019 (0.0040),
and P(20) = 0.0015 (0.0031). Thus, assuming common belief in rationality in in-
dividual group members, out-group aggression (in-group defense) is expected to
average 10.15 (9.77), and aggressors (defenders) should win (survive) 32.45%
(67.55%) of the episodes.

An alternative approach is to treat groups as single agents, with each
group having risk-neutral preferences and being endowed with 20 × 3 = 60
resources. The strategies played in equilibrium imply that both groups only
assign positive probabilities to strategies between 0 and 38 (i.e,, ref. 30). This
approach yields expected out-group aggression (in-group defense) of 5.41
(7.25), and aggressors (defenders) should win (survive) 37.51% (62.49%) of the
episodes. These estimates differ more from observed contributions and success
rates than those predicted by the admittedly more realistic individual-level
equilibria.

Indexing Within-Group Coordination. The intraclass correlation [(ICC(2)] de-
scribes how strongly individuals in the same group resemble each other.
Unlike most other correlation measures, it operates on data structured as
groups, rather than data structured as paired observations. The index can be
used to assess the amount of statistical interdependence within a particular
social system (e.g., work-team) underlying individual-level data (e.g., indi-
vidual ratings of group cohesion). Higher ICC(2) values reflect the level of
consensus + consistency one would expect if an individual contributor was
randomly selected from his or her group and within a particular decision
round, and his or her scores were compared with the mean score (i.e., es-
timated true score) obtained from this group (47). Thus, higher ICC(2) values
in essence mean group members are more similar to each other in the
contributions made to their group’s fighting capacity.

Additional Results. In both experiments, we explored the influence of conflict
episode in 2 (role) × 2 (treatment) × 5 (episode) ANOVAs. In Exp. 1, we found
no effects involving episode, all Fs < 1.28, all Ps > 0.25. In Exp. 2, we found
that the role × sequence effect on dispersion (Fig. 2B) was qualified by a role ×

sequence × episode effect [F(4,18) = 4.736; P = 0.009]. The lower dispersion in
aggressor groups under sequential decision-making disappeared in the final
episode, which may reflect an end-game effect. We suggest that our main
conclusions hold across conflict episodes.

In Exp. 1, we looked at targets of punishment. We identified weak con-
tributors (g ≤ 5) receiving punishment (“weak contributors punished”) or
not (“weak contributors not punished”), and strong contributors (g ≥ 15)
receiving punishment (“strong contributors punished”) or not (“strong
contributors not punished”). A 2 (role) × 2 (contributor type: weak/strong) ×
2 (contributor type punished: yes/no) within-session ANOVA showed that in
aggressor groups, more weak than strong contributors were punished
[mean = 3.0 vs. mean = 1.2; F(1, 23) = 10.33; P = 0.005), whereas in defender
groups, both types were equally unlikely to receive punishment [mean =
1.10 vs. mean = 1.24; F(1, 23) = 0.02; P = 0.890]. Thus, in particular, aggressor
groups biased punishment toward their weak contributors.

In both experiments, we examined individual wealth as a function of
treatment and role. Intergroup conflict is wasteful, which the experimental
gamemirrored. Investments were always wasted, and individuals in defender
(aggressor) groups could earn between 0 and 20 EE (0 and 40 EE). Despite
these differences in stakes, however, individuals in aggressor (defender)
groups lost about 30% (35%) of their individual wealth (final wealth/20 EE).
In Exp. 1, we observed effects for role [F(1, 22) = 289.53; P ≤ 0.0001] and
punishment [F(1, 22) = 3.32; P = 0.081] (marginal). Individuals in aggressor
groups experienced a greater loss in wealth under punishment (mean =
14.206 vs. mean = 15.317), as did individuals in defender groups (mean =
7.111 vs. mean = 7.633). These numbers are conservative estimates because
they ignore wealth reductions resulting from punishing others and being
punished. In Exp. 2, we found that wealth was affected by both role [F(1,
21) = 254.13; P ≤ 0.001] and role × decision-making procedure [F(1, 21) =
7.91; P = 0.010]. Under sequential decision-making, individuals in aggressor
groups saw less wealth reduction than in baseline conditions [mean = 14.803
(SE = 0.609) vs mean = 13.469 (SE = 0.806)]; individuals in defender groups
lost more under sequential decision-making [mean = 6.712 (SE = 0.654) vs.
mean = 5.724 (SE = 0.649)], which is a direct consequence of their aggressors
becoming more effective under sequential decision-making (Fig. 2D). Thus,
in aggressor groups, the introduction of peer punishment reduced, and se-
quential decision-making increased, wealth.

Because individuals were randomly assigned to groups, we had all-male,
all-female, and mixed-sex groups. A meta-analysis (16) found no significant
differences between male and female participants in costly contributions to
in-group efficiency or out-group competitiveness. The absence of significant
sex differences was replicated here: Across current experiments, correlations
among group-level contributions, within-group dispersion, and success-rate
for in-group defense and out-group aggression on the one hand, and the
number of males in aggressor and defender groups on the other, ranged
between −0.251 and +0.112, with all Ps ≥ 0.10. Current findings and con-
clusions generalize across sex and group composition, and we suggest that
contributing to the group’s fighting capacity may not be sex-specific.

Archival Analyses: Interstate Conflict, Hostile Takeovers, and Group-Hunting
Predators. The Correlates of War project provides descriptive information
on 2,586 interstate (militarized) conflicts since the Congress of Vienna in 1816
(27, 48). We integrated distinct datasets (MIDA and MIDB; versions 4.01;
both downloaded July 15, 2014, from www.correlatesofwar.org) to de-
termine the structure of the interstate conflict as being symmetrical (0 =
between two aggressor states or between two defender states) or asym-
metrical (1 = between an aggressor and a defender state). States are
“revisionist” (aggressor) when they desire change in territory, policy, or
government in their antagonist; nonrevisionists (defenders), in contrast,
seek to preserve and maintain the status quo with regard to territory, policy,
or government (27, 48). Exactly two-thirds (67%) were between an aggres-
sor and a defender state, and 33% were symmetrical (χ2[1,2209] = 494.45;
P ≤ 0.0001). The datasets also contained coding for the outcome of these
aggressor–defender disputes: aggressors were unsuccessful in 1,057 disputes
(985 ended in a stalemate and 72 ended in victory to the defender). Ag-
gressors were relatively victorious in 239 disputes, reaching either a com-
promise (76) or a clear victory (163). Two-hundred sixty cases were coded
“unclear.” Excluding these gives a conservative estimate of aggressor success
of 18%; coding “unclear” as aggressor success gives a liberal 38%, with the
point estimate thus being 28% (see also Fig. 4B).

After a survey of the literature on hostile takeover (26), we retained three
sources that provided sufficient statistical detail on the number of hostile
takeovers that were or were not successful. Takeover attempts were defined
as hostile when the target firm (defender) officially rejected an offer but the
acquirer (aggressor) persisted with the takeover (26), and thus represent a
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clashing of out-group aggression and in-group defense (e.g., the use of
“poison pills”). Success was coded as takeover completed (1) or abandoned
(0). Mitchell and Mulherin (50) analyzed takeover activity by major industrial
corporations between 1982 and 1989. Takeover attempts considered
friendly were successful in 268 of 286 documented cases (93.7%); Takeover
attempts considered hostile were successful in 85 out of the 243 docu-
mented cases (35.0%). Scheper and Guillen (49) collected data on 37 coun-
tries between 1988 and 1998 and detected 952 hostile takeover attempts, of
which 336 were coded as successful (35.3%). Secondary analyses on data
from Muehfeld, Sabib, and Van Witteloostuijn (51), who examined takeover
activity in the newspaper industry between 1981 and 2000, revealed that
3,173 of the 3,615 cases were coded friendly and 442 as hostile. Completion
rate was 76% for friendly and 53.2% for hostile takeovers (235/442). This
figure is higher than those reported in refs. 49 and 50, possibly because
these other sources considered mostly publicly listed companies with often
sophisticated measures against hostile takeovers (e.g., “poison pills”).
Such measures may be less developed or even absent altogether in the
smaller companies present in the data from (51), and the lack of defense

mechanisms may explain the higher success rate seen for hostile takeovers.
Notwithstanding the variability in years of study, type of industry, and
geopolitical regions, the sample size weighted success rate for hostile
takeovers averages 40.1% (656/1,637).

Success rates for group-hunting predators were obtained by tracking ci-
tations to refs. 24 and 25; surveying Web of Science (Nov. 2015), using the
search terms “group” (or “collective”) AND “hunting” (or “predation;”
“predators;” “carnivores”) AND “success” (or “kills;” “attacks;” “killings”,
“prey capture;”) and tracking citations to articles obtained under the first
two methods. Included in the analysis here are reports focusing on mam-
malian predators with prey fighting back as the dominant response (rather
than fleeing) and providing sufficient statistical detail to obtain a reliable
estimate of predator success. Retained are refs. 44 and 52–58.
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Adolescence, which is defined as the transition phase 
between childhood and adulthood, is a natural time of 
learning and adjustment, particularly in the setting of 
long-term goals and personal aspirations (BOX 1). It also is 
a time when youths are discovering how to navigate new, 
often compelling, social challenges and are adjusting to 
myriad physical, cognitive and emotional changes within 
themselves1,2. The onset of adolescence is characterized 
by the start of pubertal maturation, which typically 
begins between 9 and 12 years of age (usually 1–2 years 
earlier in girls than in boys). The onset of puberty creates 
a cascade of hormonal changes — including dramatic 
increases in the secretion of adrenal androgens, gonadal 
steroids and growth hormone (BOX 2). This surge in hor-
mones has a central role within a larger set of biological 
changes in the process of achieving reproductive matu-
rity. These changes include: rapid physical growth; sexu-
ally dimorphic alterations in facial structure, voice and 
body characteristics; metabolic changes; the activation of 
new drives and motivations; changes in sleep and circa-
dian regulation; and a wide array of social, behavioural 
and emotional changes3.

Although the beginning of adolescence is character-
ized by distinct and dramatic physiological changes, the 
end of adolescence has less clear biological boundaries. 
Attaining ‘adulthood’ involves changes in social roles 
and responsibilities, is partly culturally defined and 
typically extends into the early twenties4 (BOX 1). This 

transition to becoming an independent and responsible 
adult is inherently intertwined with adjustments in per-
sonal goals and motivations — for example, developing 
priorities related to career, identity, friends, romantic 
partners, family, community and religious or philo-
sophical beliefs. This developmental transition involves 
greater use of cognitive control skills, such as the use of 
top-down effortful control to modify attention, emo-
tion and behaviour in service of long-term ‘adult’ goals. 
However, social and affective processes also have crucial 
roles in these maturational changes5,6. An adolescent’s 
success in pursuing long-term academic, athletic or 
artistic goals, for example, typically requires motivation 
to practice the relevant skills and a desire to persevere 
through difficulties, and these motivations are shaped by 
social experiences and are inherently intertwined with 
individual feelings about the value and relative priority 
of the goal.

There has been growing interest in understanding 
the neural changes that underpin these complex devel-
opmental processes. This has led to exciting scientific 
advances at this nexus of cognitive neuroscience, social 
neuroscience and developmental science. Investigations 
into these neuromaturational changes also hold prom-
ise for addressing some of the high-impact negative 
health problems that emerge in adolescence, including 
increased rates of accidents, alcohol and drug use, teen-
age pregnancies, depression and suicide, and violence7–9.
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Understanding adolescence  
as a period of social–affective 
engagement and goal flexibility
Eveline A. Crone1* and Ronald E. Dahl2*

Abstract | Research has demonstrated that extensive structural and functional brain 
development continues throughout adolescence. A popular notion emerging from this work 
states that a relative immaturity in frontal cortical neural systems could explain adolescents’ 
high rates of risk-taking, substance use and other dangerous behaviours. However, 
developmental neuroimaging studies do not support a simple model of frontal cortical 
immaturity. Rather, growing evidence points to the importance of changes in social and 
affective processing, which begin around the onset of puberty, as crucial to understanding 
these adolescent vulnerabilities. These changes in social–affective processing also may 
confer some adaptive advantages, such as greater flexibility in adjusting one’s intrinsic 
motivations and goal priorities amidst changing social contexts in adolescence.

Cognitive control
A set of neurocognitive 
processes that are important 
for achieving short- and 
long-term goals, particularly 
when individuals are required 
to adjust their thoughts and 
actions adaptively in response 
to changing environmental 
demands in order to achieve 
their goal.
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In this Review, we briefly discuss some of the prevail-
ing views on adolescent brain development. Next, we 
review neuroimaging studies of cognitive control, affec-
tive processing and social processing in adolescence. In 
addition, we discuss the pronounced social and affective 
changes in adolescence, including the importance of inter-
actions between cognitive, affective and social processing 
during this period of development10,11. Last, we suggest a 
re-evaluation and extension of the prevailing models of 
adolescent brain development. We emphasize the lack  
of data supporting any simple view of frontal cortical 
immaturity as the explanation for adolescent vulnerabili-
ties, and consider the growing evidence for specific social–
affective changes that begin during pubertal development 
as conferring increased vulnerabilities in some adolescent 
contexts. We also highlight the need for a better under-
standing of the neuromaturational underpinnings to these 
social–affective changes, including the role of pubertal 
development, and the potential value of investigating how 
these changes may contribute to unique opportunities for 
learning and adaptation in adolescence.

Current views of adolescent brain development
Over the past decade, our understanding of the neural 
mechanisms that underlie changes in cognitive, affective 

and social development during adolescence has increased 
tremendously. As will be reviewed, there has also been 
intense interest in applying this advancing knowledge 
to help inform broad societal issues, such as adolescent 
health, education and legal policies. Several influential 
models of adolescent brain development have proposed 
that a maturational gap between cognitive control and 
affective processes (including reward and threat process-
ing) may explain adolescent increases in risks for engag-
ing in impulsive and dangerous behaviour (for example, 
see REFS 2,7,8). These models tend to emphasize the 
relatively faster maturation of subcortical affective brain 
areas in comparison to more slowly maturing frontal 
cortical brain areas as the reason why adolescents tend 
to make more emotional (that is, less rational) decisions, 
resulting in actions that do not sufficiently weigh consid-
eration of long-term outcomes.

Despite the appeal of these models in explaining 
the high rates of dangerous and impulsive behaviour in 
adolescents, it also is important to evaluate the degree 
to which the available neuroimaging data support these 
models. A number of research groups have begun to sug-
gest that there has been too much emphasis on frontal 
cortical immaturity as the reason why adolescents engage 
in risky behaviour, and they have begun to point increas-
ingly towards a more nuanced understanding of interac-
tions across cognitive, affective and social processing12. 
There also is a growing recognition that social contexts 
strongly influence how these neural systems develop and 
how adolescents make decisions.

Neuroimaging adolescent development
Structural MRI (BOX 3) and functional MRI (fMRI) 

have been used to study how changes in brain structure 
and activity, respectively, are associated with changes in 
behaviour during development. In the past decade, a 
large number of fMRI studies have been conducted in 
the domains of cognitive, emotional and social develop-
ment. In these studies, the typical age range of the sub-
jects is 8–25 years, which provides a good framework 
for the examination of broad changes that occur dur-
ing adolescence. However, as mentioned above, there 
is considerable variability in the ages used, many stud-
ies have gaps in the measurement of different phases of 
adolescence (for example, comparing only early adoles-
cent 8–12-year-olds with adults or only comparing mid-
adolescent 13–17-year-olds with adults) and most studies 
have only tested for linear age-related changes rather 
than testing for models of adolescent-specific patterns of 
change (for example, U-shape or inverted U-shape pat-
terns of development). Furthermore, age-related changes 
provide a rough proxy for adolescent phases but do not 
permit examination of puberty-specific effects, and most 
of these studies did not include an assessment of pubertal 
development. Nonetheless, there is now an impressive set 
of fMRI studies through which to consider the develop-
ing brain and its role in adolescence-specific transitions 
in cognitive, affective and social processing and their 
interactions. Below we review and discuss these studies 
in the context of a meta-analysis (FIG. 1a; Supplementary 
information S1 (table)).

Box 1 | Adolescence from an anthropological perspective

There is a commonly cited myth that adolescence was ‘invented’ by industrial society to 
extend occupational training beyond childhood. However, some of the 
neurobehavioural changes seen in human adolescence, such as increases in exploratory 
tendencies and changes in reward processing, have been observed in many non-human 
species as they go through puberty (BOX 4). Moreover, as documented by the 
anthropologists Schlegel and Barry155 in a study of 186 pre-industrial societies, virtually 
every human society (including hunter-gatherers and pastoralists) recognizes an 
‘adolescent’ period as a stage that is distinct from childhood but during which 
individuals are not yet fully adult in status. Thus, it is not the existence of adolescence as 
a developmental stage that has changed in recent history but rather the timing and 
length of this developmental period. That is, historically puberty occurred at relatively 
older ages (for example, age of menarche at 15–16 years of age) and taking on adult 
status typically ensued within 2–4 years. In contemporary society, puberty often occurs 
at much earlier ages (the mean age of menarche in the United States is 12 years and 
early signs of puberty typically begin by 9–11 years of age), whereas the process of 
achieving full adult roles is often stretched into the mid-twenties. Thus, in modern 
society, ‘adolescence’ has been stretched to span a much longer interval of 
development.

In addition, the social structures of adolescents have undergone major changes in 
recent human history, as have key aspects of developing long-term goals. In 
contemporary society, adolescents spend most of their time in school with same-age 
peers or in other structured educational and training environments, where the primary 
goal is to prepare the adolescent for occupations in a distant and abstract future. In 
pre-industrial societies, however, adolescence functioned primarily as a period of social 
and reproductive development155 or apprenticing to learn directly utilitarian skills.

The relationships between these changes in the length, timing, nature and goals 
of adolescence and the brain changes associated with adolescence are not yet 
understood. For example, some aspects of adolescent development (for example, 
social–affective changes at puberty) occur at earlier ages, whereas other 
developmental milestones (for example, taking on adult roles and responsibilities in 
society) occur at later ages, raising the question how this differential timing of 
these external factors (combined with earlier activation of pubertal changes in 
social and affective processing) affects the development of neural systems that are 
involved in social and emotional regulation and the self-regulation necessary for 
taking on fully adult roles.
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Functional MRI studies of cognitive control
It is well recognized that during adolescence, there is 
a steady increase in the ability to use cognitive control 
over thoughts and actions13,14. Cognitive control abili-
ties start to emerge in early childhood and gradually 
improve over childhood and through adolescence15,16. 
These abilities and are often seen as a driving force 
behind cognitive development17, and these increases in 
cognitive control abilities in adolescence mark a period 
of significant advancements in learning and successful 
adaptations to a wide variety of social contexts and cul-
tural influences. For example, the ability to exert cog-
nitive control over thoughts and actions is of crucial 
importance to success in most classroom settings — 
not only for the direct learning of skills such as reading, 
maths and the capacity to reason about abstract ideas 
but also at the level of behavioural control that sup-
ports sitting at a desk, avoiding distractions and doing 
homework.

Many developmental fMRI studies have been con-
ducted in this domain, including investigations of basic 
cognitive control functions and more complex cogni-
tive control functions in which different basic functions 
have to be combined. Although these functions are sep-
arable in their contributions to complex behaviour18, 
they rely on overlapping areas in the lateral prefron-
tal cortex (PFC) and parietal cortex (also see REF. 19). 
However, the extent to which these brain areas are acti-
vated across development differs between studies and 
samples, as discussed below (FIG. 1a).

Basic cognitive control functions. Many studies of basic 
cognitive control functions, such as working memory, 
inhibition and interference, and task switching, have 
reported that regions involved in these functions in 
adults (including the lateral PFC and parietal cortex) 
become increasingly engaged during childhood and ado-
lescence (FIG. 1a; Supplementary information S1 (table)). 
For example, in spatial and verbal working memory par-
adigms that contrast high working memory load with 
low working memory load, increases in activity in the 
ventral and dorsolateral PFC and parietal cortex have 
been reported when 7–12-year-olds were compared 
with adults; when 7–12-year-olds were compared with 
mid-adolescents (13–17 years) and adults; and for linear 
comparisons from the age of 7 years to adulthood20–30. 
Studies using response inhibition or interference sup-
pression tasks report an age-related increase in acti-
vation in the inferior and middle frontal gyrus in ‘go’ 
versus ‘no-go’ trials when children and early adolescents 
(7–12 years) were compared with adults; when children 
and early adolescents (6–12 years) were compared with 
mid-adolescents (13–17 years) and adults; and for linear 
comparisons from the age of 7 years to adulthood31–36. 
In addition, several task switching studies have reported 
increased activation in the lateral PFC and parietal cor-
tex in adults relative to children (ages 7–12 years) and 
adults versus mid-adolescents (ages 10–17 years or 
13–18 years) in ‘switch’ versus ‘repeat’ trials37–39. These 
findings have been interpreted as indicating that areas 
of the PFC have a slow developmental trajectory and are 

Box 2 | Sex hormones in adolescence

Pubertal development is associated with numerous changes in the brain, with evidence that hormone levels and neural 
function mutually influence each other. The single most important step in the onset of puberty occurs when the 
hypothalamus begins to release substantial amounts of gonadotrophin-releasing hormone (GnRH) in a pulsatile manner 
during sleep. This pulsing of GnRH begins the re-awakening of the hypothalamic–pituitary–gonadal (HPG) axis, which is 
first active during prenatal and early postnatal life (sometimes referred to as the neonatal ‘mini-puberty’) and then is shut 
down by inhibitory inputs to the hypothalamus, remaining quiescent throughout childhood. Pulses of GnRH stimulate the 
pituitary to produce the hormones follicle-stimulating hormone (FSH) and luteinizing hormone (LH), which in turn 
stimulate the ovaries and testis to produce the sex hormones oestrogen and testosterone, respectively. The mechanisms 
that trigger the re-awakening of pubertal GnRH pulsing are not fully understood, but they include interactions with 
neural systems involved in metabolic regulation, energy storage and sleep regulation. There has been rapid progress in 
understanding several aspects of the process over the past decade, including the importance of the hormone leptin (a 
protein manufactured in fat cells that has a key role in regulating energy intake, energy expenditure and appetite) and 
kisspeptins (a family of neuropeptides encoded by the KISS1 (KiSS 1 metastasis-suppressor) gene that have been 
identified as the conduits for the effects of leptin actions on GnRH neurons in the hypothalamus).

A second neuroendocrine axis that forms a core aspect of pubertal maturation involves increases in growth hormone 
(GH) secretion from the pituitary, which has a crucial role in the rapid physical growth during this period. As with the 
gonadal hormones, this GH increase at puberty is also sleep-dependent. A third component of puberty involves increases 
in the secretion of a testosterone-like hormone from the adrenal glands called dehydroepiandrosterone (DHEA) — this 
process is the least well understood in terms of the neural systems that initiate and regulate it.

The main hormones that regulate the bodily changes and emergence of secondary sexual characteristics of puberty are 
testosterone, oestradiol and DHEA. The physical sex differences that emerge at puberty are in part attributable to 
differences in hormone levels (for example, higher oestradiol levels in girls and greater testosterone increases in boys) but 
also to differences in the distribution and types of hormone receptors in target tissues.

There is relatively limited knowledge of how these hormones influence adolescent brain development and specific 
behavioural, cognitive and affective changes during adolescence. Several research groups have begun to focus on the 
role of pubertal hormones on neurobehavioural changes in adolescence, with intriguing preliminary findings3,83. As 
discussed in those reviews3,83, addressing these questions will require both conceptual and methodological advances. 
Animal experiments that examine neural and behavioural changes associated with specific aspects of pubertal 
maturation and clinical studies that examine neural changes in response to hormone treatments (for example, the 
administration of oestrogen to pre-adolescent girls with Turner syndrome156) can provide additional insights.
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Relational reasoning
An essential component of 
fluid intelligence that requires a 
number of verbal or spatial 
dimensions to be considered 
simultaneously to reach a 
correct solution.

not engaged to the same extent in children and adoles-
cents as in adults40.

However, many studies of the same basic cognitive 
control functions have found age-related decreases in 
frontal cortical activity in early adolescents compared 
with children and adults, mainly in the superior part of 
the lateral and medial PFC (FIG. 1a; Supplementary infor-
mation S1 (table)). These decreases were found for differ-
ent domains of working memory (in studies comparing 
ages 6–12 years, 13–17 years and adults)41–43, for response 
inhibition (in studies comparing ages 6–12 years versus 
adults)32,44–48 and in task switching (in studies compar-
ing ages 8–13 years versus adults)49,50. These findings 
have been interpreted as indicating increased efficiency 
of these networks over time. However, it is difficult to 
confirm this interpretation because these decreases in 
activation are not always accompanied by performance 
differences.

Thus, although the parietal cortex seems to show a 
relatively consistent pattern of increased activation in 
cognitive control tasks with increasing age (except for 
one study that showed a decrease with increasing age22), 
studies of lateral and medial PFC show both increases 
and decreases in activation, depending on the task para-
digm and the PFC subregion involved in the task (FIG. 1a). 
Moreover, mid-adolescence-specific increases (for ages 
13–17 years relative to both 6–12 years and adults) have 
been reported for regions in the lateral PFC in working 
memory, inhibition and task switching tasks39,41,47,51,52 
(FIG. 1a; Supplementary information S1 (table)); such an 
inverted U-shaped relationship between age and activa-
tion could be due to increases in task engagement in ado-
lescents compared to children and adults.

Taken together, it is difficult to reconcile how this 
degree of variability in neuroimaging findings in the 
development of basic cognitive control functions provides 
support for the model of ‘frontal cortical immaturity’ or 
the concept of ‘linear advances in PFC development’ 
across adolescence. Indeed, if such varied findings of 
increases or decreases in activation can be interpreted as 
consistent with the concept of frontal cortical immaturity, 
this would seem to render the model as virtually unfal-
sifiable. Our meta-analysis suggests that such a simple 

model of increased activation in the PFC is unlikely to 
account for the developmental transitions in basic cogni-
tive control that take place during adolescence53,54.

Complex cognitive control functions. Several recent stud-
ies have used approaches that involve more complex 
cognitive control tasks, such as performance monitoring, 
feedback learning and relational reasoning, which require 
a combination of basic cognitive control functions18. 
This approach can detect strategy differences between 
people in a particular task. These studies have revealed 
interesting developmental trajectories of PFC activation 
(Supplementary information S1 (table)). For example, 
performance monitoring studies (that is, studies involving 
error and feedback processing) that included early adoles-
cent (ages 8–12 years), mid-adolescent (ages 13–17 years) 
and adult age groups did not confirm the strict frontal 
cortical immaturity view55–59. Instead, these studies report 
that the frontal cortical network was engaged to the same 
extent in participants of different age groups but under 
different experimental conditions. Specifically, in early 
adolescents, the PFC and parietal cortex were activated 
following positive performance feedback, whereas in 
adults, the same regions were activated to the same extent 
following negative feedback, with mid-adolescents show-
ing a transition phase57,58. A similar nonlinear pattern was 
found in a relational reasoning task60 in early adolescents, 
mid-adolescents and young adults (ages 11–30 years). 
When subjects were asked to combine and integrate differ-
ent spatial dimensions (that is, relational integration), only 
mid-adolescents (14–18 years) showed increased activa-
tion in the anterior PFC. The authors interpreted this as 
reflecting a mid-adolescence-specific cognitive strategy 
to perform the task in an efficient way (see REFS 61–63 for 
other examples of relational reasoning studies). Indeed, 
the increased activation in mid-adolescence was associ-
ated with faster reaction times and increased accuracy. 
However, the exact relation between neural activation, 
task performance and strategy use is not well understood 
at this time.

Flexibility for recruiting cognitive control systems? The 
question then arises: what is the general pattern that 
emerges from fMRI studies on cognitive control? The 
data discussed so far provide evidence against the view 
that these brain regions simply come increasingly ‘online’ 
with advancing age through adolescence. Instead, the 
high degree of variability in the findings could reflect a 
less automatic and more flexible cognitive control sys-
tem in adolescence. It is possible that the degree to which 
cognitive control processes are engaged or activated in 
adolescence are strongly influenced by the motivational 
salience of the context. Factors such as the presence 
of peers, task instructions, strategies and the affective 
appraisal of the value or priority of performing the task 
may have relatively large influences on the extent to 
which cognitive control systems are recruited in ado-
lescence53. As will be discussed in later sections, there is 
growing recognition that social and affective factors are 
particularly important in influencing aspects of adoles-
cent engagement. The ability to quickly shift priorities, 

Box 3 | Structural brain development in adolescence

Numerous structural neuroimaging studies have demonstrated that adolescent 
development involves widespread changes in the brain. Longitudinal research 
examining changes in brain structure over time has shown that cortical white matter 
throughout the brain increases with age throughout childhood and adolescence. By 
contrast, cortical grey matter, which reflects neuronal density and the number of 
connections between neurons, follows an inverted-U shape over development, peaking 
at different ages depending on the region157–159. Within the cortex, grey matter 
reduction is most protracted for the dorsolateral prefrontal cortex and the 
temporoparietal junction; here, cortical grey matter loss continues until the early 
twenties159,160. The development of subcortical brain regions is also subject to both 
linear and nonlinear changes, such that some subcortical regions (such as the caudate 
and the putamen) linearly decrease in size throughout adolescence, whereas other 
subcortical regions (such as the amygdala and the hippocampus) show an increase in 
size at the onset of puberty, after which growth stabilizes in adolescence and 
adulthood161. These dynamics of structural brain development have been summarized 
in several excellent reviews (for example, see REF. 160).
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adjusting the degree of cortical activation in a given task 
or situation according to the social and motivational con-
text could contribute to greater variability in cognitive 
control. However, this flexibility in making quick adjust-
ments in the degree of engagement across changing con-
texts may be crucial to the ability of youths to learn about 
and adapt to rapidly changing adolescent social contexts. 
For example, adolescents are often the fast-adopters of 
social change — such as learning new trends in language, 
technology, music and fashion or when adapting to new 
cultures after immigration64.

Interestingly, two longitudinal studies that followed 
adolescents (ages 8–23 years and 15–18 years) over a 
period of 3 years reported no age-related changes in acti-
vation in the frontoparietal network in a feedback-learn-
ing and working memory paradigm. Instead, changes in 
task performance in the same person measured at dif-
ferent ages correlated with changes in activation in the 
lateral PFC65,66. Furthermore, in a working memory train-
ing study, young adolescents (ages 11–13 years) showed 
increased activation in the lateral PFC after 6 weeks 
of practice, whereas before training these adolescents 
showed less activation in the lateral PFC compared to 
adults before training67. These findings support the idea 
that frontal cortical brain regions in adolescence are sen-
sitive to context and that their activity can be enhanced 
by training. The training study67 indicates that this flex-
ibility of the frontal cortical network may be greater in 
adolescence than in adulthood, although further studies 
are needed to confirm these findings.

This proposed flexibility in frontal cortical networks 
in adolescence is further supported by studies on func-
tional connectivity in the absence of a behavioural task 
(that is, resting state analyses). These studies have dem-
onstrated that the main circuitry for cognitive control 
is already in place at the start of adolescence68, but the 
strength of connectivity within this circuitry continues 
to undergo maturational changes across adolescence. For 
example, there is a tendency for short-range connections 
to become weaker with age, whereas long-range connec-
tions, which are important for integration across circuits, 
become stronger with age69. The authors of this study 
interpreted their findings as consistent with a model 

of developing tighter ‘integration’ of some regions into  
long-range networks over time, while segregating the 
short-range connections between other sets of regions 
into separate networks. Because the long-range connec-
tivity patterns are still undergoing maturational strength-
ening, it is likely that some aspects of integrative cognitive 
control may be less automatic and more flexible during 
adolescence. As a result of weaker connectivity across 
these long-range integrating circuits, adolescents may 
be more vulnerable to variability in performance under 
high demands on attentional and decision-making net-
works in some situations (because the ability to integrate 
control is less automatic); however, these same qualities 
(less automatic responses) may also enable adolescents to 
respond in creative and adaptive ways. Most importantly, 
however, these findings suggest that adolescence is a cru-
cial time of development during which specific learning 
(or training) experiences may actively sculpt final con-
nectivity patterns in some of these long-range cognitive 
control networks (see REF. 70 for a training study on func-
tional connectivity in adults supporting the view of adap-
tive change in the frontal cortical circuitry).

Taken together, findings from the few existing longi-
tudinal and training studies (which are more powerful in 
detecting the trajectories of brain change than the more 
usual cross-sectional studies comparing individuals of 
different ages) highlight the complexities of disentangling 
specific developmental changes during adolescence. An 
important goal for future research will be to parse the 
developmental changes in brain activation that reflect 
four relatively different processes that could influence 
cognitive performance in adolescents: maturational 
changes in the fundamental capacity to perform a task; 
other task-relevant factors, such as degree of engage-
ment, motivation and sensitivity to social and affective 
context; changes that reflect the direct effects of training;  
and developmental changes in the capacity for learning and  
training. As reviewed below, it appears that task per-
formance (and perhaps some developmental learning 
effects) in adolescents may be particularly sensitive to 
social and affective influences.

Functional MRI studies of affective processing
Neural systems that underpin affective processing can 
be conceptualized not only as systems involved in emo-
tions and motivation but also, more broadly, as a net-
work of ‘valuing’ systems that are involved in learning 
about rewards and threats and in regulating ‘approach’ 
and ‘avoidance’ behaviours accordingly. During adoles-
cent development, the most salient types of rewards and 
threats typically reside in the social domain (for exam-
ple, being admired, accepted or rejected by peers and 
early romantic and sexual experiences). Accordingly, it 
is important to recognize the inherent overlap between 
affective and social processing in adolescence. However, 
to date, most studies in this area have focused on mon-
etary rewards to examine how the ventral striatum, 
which is a subcortical brain region that is active when a 
person receives or expects a reward71, responds to risks 
and rewards in adolescents compared to adults (FIG. 1b; 
Supplementary information S1 (table)).

Box 4 | Animal research on puberty-specific changes in reward processing

There is compelling evidence from animal models showing that changes in gonadal 
hormone levels in puberty induce a (second) organizational period to guide the 
remodelling of the adolescent brain in sex-specific ways162,163. Rodent studies have also 
shown a remodelling of the dopaminergic systems involved in reward and incentive 
processing in the peri-adolescent period. This remodelling involves an initial rise in 
dopamine receptor density, starting in pre-adolescence, and a subsequent reduction  
of dopamine receptor density in the striatum and prefrontal cortex163 — a pattern that 
is more pronounced in males than females163. As a result, dopaminergic activity 
increases substantially in early adolescence and is higher during this period than earlier 
or later in development163. The developmental changes in reward processing in animals 
in these studies are similar to those emerging from the human functional MRI literature. 
Given the important role of dopamine in reward processing, the developmental 
changes in dopamine receptor levels may be linked to the increase in novelty seeking, 
exploratory behaviour and reward-seeking behaviour at puberty164,165. Thus, 
translational research focusing on the mechanisms that underpin pubertal changes in 
reward responses may provide important insights into human adolescent behaviour.
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When receiving rewards, adolescents (ages 
12–17 years) consistently show increased striatal acti-
vation relative to children (ages 7–12  years) and 
adults72–80. By contrast, adolescents tend to show less 
activation in the striatum than adults during reward 
expectation or anticipation (that is, when participants 
observe a cue that indicates a potential reward)76,81,82. 
The differential response to cues (reward anticipation) 
and actual receipt of rewards in adolescents may help to 
explain some of the inconsistencies with regard to ven-
tral striatum activity in adolescents83. For example, the 

finding that underactivation (or no change) in ventral 
striatum activity is found during reward anticipation 
in adolescents may help to explain why some studies 
show no differences between adolescents and adults in 
risk-taking behaviour, despite pronounced neural dif-
ferences during reward processing73,84–86.

One way in which reward processing may influ-
ence decision-making is through the prediction error. 
Reward prediction error signals reflect the difference 
between the expected value of an action and the actual 
outcome of the action, and are encoded by phasic 

Figure 1 | Meta-analysis of functional MRI studies in adolescents. Results from a meta-analysis of a representative 
set of functional MRI studies, which were conducted between 2001 and 2011, of cognitive, affective and social 
processing in adolescents compared to other age groups. a | Frontoparietal and anterior cingulate cortex activation in 
working memory20–30,41–43,52,65,167, inhibition31–36,44–48,168 and interference suppression and task switching studies35,37–39,49,50,78. 
b | Striatum activation in reward processing studies72–82,169. c | Amygdala and striatum activation for face processing 
studies89–94,96,100,170. d | Anterior medial prefrontal cortex and temporoparietal junction activation in social–cognitive 
reasoning studies107–113,115,116,127,128,130,171,172. For illustrative purposes and for reasons of comparability, a slice of the mid-brain 
is shown ((x = 0), Montreal Neurological Institute coordinates) but the activations are displayed as circles when activation 
was in ventral and dorsolateral prefrontal cortex (x > +/– 20) or in superior frontal sulcus–frontal eye fields and parietal 
cortex (x > +/– 20), and as squares when activation was in the medial prefrontal cortex (x < +/– 20). The findings of the 
reviewed studies are summarized as ‘increasing across adolescence’ (light blue squares and circles), which indicates that 
the specific region is more engaged with increasing age; ‘decreasing across adolescence’ (red squares and circles), which 
indicates that the specific region is less engaged with increasing age; and ‘adolescent transition’ (purple squares and 
circles), which indicates that mid-adolescents process information differently from both children and adults. It should be 
noted that: first, the increases and decreases were dependent on the contrast used and therefore should be interpreted in 
this context (see REF. 173) and, second, not all studies used more than two age groups — a design that does not allow for 
an examination of transitions. Supplementary information S1 (table) provides an overview of all studies that were included 
in the meta-analysis, including the age range and sample size for each age group.
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Social–cognitive 
development
Changes in cognitive skills and 
knowledge that facilitate 
understanding social situations, 
such as mentalizing and 
perspective-taking abilities.

Social–affective 
development
Changes in motivational and 
emotional aspects of social 
processing (such as empathy, 
increases in the salience of 
obtaining status, admiration 
and affiliation from peers) and 
the development of affective 
skills that support social 
competence.

Mentalizing
The ability to infer mental 
states of others, such as one’s 
intentions, beliefs and desires 
— a key dimension of social–
cognitive development in 
adolescence.

activity in the mesolimbic dopamine system (includ-
ing the ventral striatum). These prediction error sig-
nals appear to have a crucial role in the process of 
learning and adjusting behaviour to adapt to chang-
ing contexts or conditions. The first developmental 
study56 of prediction error signals in children, adoles-
cents and adults found that prediction error signals 
in the striatum were highest in adolescents, whereas 
decision-value signals in the medial PFC did not show 
a consistent developmental pattern. Results of a sec-
ond developmental study of reinforcement learning did 
not implicate the prediction error signal directly but 
pointed to the connectivity between the ventral stria-
tum and medial PFC as the source of developmental 
differences in how learning signals guide adolescent 
behaviour87. Interestingly, recent evidence has demon-
strated that value-based decision processes are based 
on neural computations that use the subjective value 
of the expected reward88, again implicating interactions 
between reward prediction at the level of the ventral 
striatum and higher-level, cortical processing of ‘valu-
ing’, which is likely to incorporate more subjective 
aspects of valuing, such as the social or affective con-
text. Taken together, these findings point to a promis-
ing line of investigation into the mechanisms by which 
subcortical value-based inputs may interact with corti-
cal value-based inputs to signal motivational salience.

In addition to these studies of reward processing, a 
number of investigations have examined developmental 
changes in the response to threat stimuli. For example, 
increased activity in subcortical brain regions has been 
observed in adolescents in response to emotional faces 
(FIG. 1c). Several studies have reported enhanced activity 
in the amygdala, a region of the brain that is important 
for the processing of negative affect, in mid-adolescents 
(ages 12–18 years) compared with adults when look-
ing at pictures of fearful faces89–94 (see REFS 95–99 for 
studies that focused on other brain regions or younger 
children). Pictures displaying positive emotional (for 
example, happy) faces induced more activation in ado-
lescents relative to adults in the ventral striatum — the 
area that is also more active in response to receiving 
rewards in mid-adolescents relative to adults94,100. Thus, 
it appears that mid-adolescence is associated with a 
more general intensification of affective processing, not 
only in the approach — or positive affect — domains 
(such as rewards and happy faces) but also for stimuli 
that may signal threat and avoidance (that is, fearful 
faces).

Together, these findings suggest that the neu-
rodevelopmental changes in affective processing in 
approach and avoidance follow nonlinear developmen-
tal patterns, with a peak in subcortical brain activation 
in mid-adolescence. This pattern may underlie part 
of the intensification of emotional and motivational 
experiences in mid-adolescence, and this intensifica-
tion of affect may create new challenges to emotional 
regulation and self-control101. Moreover, the increased 
activity in ‘valuing’ systems in adolescence may reflect 
a sensitive period for learning about sources of reward 
and threat, particularly in social domains.

Functional MRI studies of social development
The fundamental maturational task of adolescence is 
achieving adult social competence — that is, developing 
the knowledge and skills to be capable of functioning 
independently from parents or other responsible adults. 
Adolescents appear to be naturally motivated to want 
greater independence from their parents and to establish 
their individuality102. Adolescents are drawn to build and 
explore new social networks (that is, peer groups) and to 
increase prioritization around peer issues of belonging, 
acceptance and interests in romantic and sexual partners. 
Achieving success in these domains requires new social 
skills, social knowledge, affect regulation, adaptive cop-
ing skills and, in general, improved social competence103.

There has been recent progress in understanding neu-
ral systems relevant to two dimensions of social develop-
ment in adolescence: social–cognitive development, which 
concerns the knowledge and capacity to understand 
social situations, and social–affective development, which 
concerns the motivational and emotional aspects of 
social skills.

Social–cognitive development. There has been consider-
able progress in understanding the development of neu-
ral systems that underlie social–cognitive skills such as 
mentalizing104. Basic social detection and theory-of-mind 
develop in early childhood, whereas more complex 
social–cognitive skills, such as mentalizing and meta-
cognition, mainly develop in adolescence. The devel-
opment of complex social–cognitive skills is probably 
driven partly by environmental demands and experi-
ences, such as the greater need to adapt to the peer group 
and newly emerging romantic interests. Such social–cog-
nitive skills become increasingly important as adolescents 
learn to adapt to rapidly changing social environments, 
in which the opinions and evaluations of peers become 
increasingly salient.

Recently, researchers have identified a ‘social brain 
network’ — a network of brain regions, including the 
medial PFC and temporoparietal junction (TPJ) — that is 
important for mentalizing and perspective-taking105 and 
that undergoes structural and functional changes dur-
ing development106. Studies using mentalizing and social 
interaction paradigms have shown that specific regions in 
the social brain network contribute to the development of 
intention understanding in social reasoning in children 
and adolescents (see REF. 106 for a review). As highlighted 
in our meta-analysis (FIG. 1d), studies using social reason-
ing paradigms107–114 and self-knowledge paradigms115,116 
have shown that the medial PFC is often more activated 
in adolescents (ages 9–18 years) compared to adults106, 
whereas the TPJ is often less activated in adolescents 
(ages 10–17 years) compared to adults106.

One of the main changes in the nature of social inter-
actions in adolescence is the shift from self-oriented 
behaviour towards other-oriented (that is, pro-social) 
behaviour117. These changes enable the formation of 
more complex social relationships and are particularly 
important for functioning in peer groups — adolescents 
have a stronger motivation for peer acceptance compared 
with children and adults118. Social interaction paradigms 
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Self-oriented thoughts
Concern for outcomes that 
benefit one’s own gains, such 
as in economic exchange when 
benefits for self and benefits 
for others are often conflicting.

Other-oriented thoughts
Concern for outcomes that 
benefit others, even when this 
is at the expense of gains for 
self, such as when evaluating 
what is fair for two parties.

Trust Game
Two-person interaction game 
that requires 
perspective-taking and relies 
on feelings of fairness and 
concern for others.

can be used to investigate neural activity associated 
with self-oriented thoughts and other-oriented thoughts 
and actions. Inspired by classic social utility models of 
decision-making, social psychologists have developed 
experimental ‘games’ in which two-person interactions 
are investigated in a laboratory setting. According to 
social utility models, social behaviour is generally moti-
vated by self-gain and by concern for others105. The lat-
ter is essential for other-oriented behaviour and requires 
the ability to consider other people’s feelings, thoughts, 
intentions and actions, therefore drawing heavily on 
theory-of-mind (that is, perspective-taking) abilities. 
Comparison of self-gain and other-gain is involved in 
social judgements of fairness and reciprocity, which 
in turn have important roles in the display of other-
oriented behaviour. Therefore, these games provide a 
valid experimental context for studying these important 
aspects in the development of self- and other-oriented 
processes105.

Two of the most commonly used games to study 
social decision-making in adults are the Ultimatum 
Game119 (FIG. 2) and the Trust Game120. These games have 
proven to be highly useful for studying developmental 
differences in self- versus other-oriented thoughts105. 
Studies using these games have found that self- 
oriented thoughts decrease and other-oriented thoughts 
increase with age, with a transition phase around 
mid-adolescence (ages 12–16 years) during which 
other-oriented thoughts become more dominant than self- 
oriented thoughts. In addition, these studies showed that 
children and early adolescents (ages 9–12 years) have less 
understanding of other people’s intentions when making 
or judging decisions and, with age, increasingly take the 
perspective of others into account121–123. A meta-analysis 
demonstrated that these games activate brain regions 
that are implicated in the different value computations 
of social interaction, such as the valuing of self-gain ver-
sus gains for others124. That is, the brain regions that are 
involved in social cognition (anterior medial PFC, TPJ 
and insula) are involved in judging fairness and in recip-
rocating trust, and activity in these regions depends on 
perspective-taking demands125,126.

Age comparisons using these games have demon-
strated that with increasing age, adolescents are increas-
ingly responsive to the perspective of another player. 
Concurrent with this behavioural change, there was a 
gradual increase in activation in the TPJ (and the dor-
solateral PFC) and a gradual decrease in activation in 
the anterior medial PFC across adolescence123,127,128. The 
increase in TPJ activation correlated with the perspec-
tive-taking behaviour, independently of age, confirming 
the role of this area in perspective-taking128. The overac-
tivation in the anterior medial PFC and underactivation 
in the TPJ in adolescents relative to adults mentioned 
above could be interpreted as underlying the decrease in  
self-oriented thoughts and actions and the increase in other- 
oriented thoughts and actions, respectively, that occur 
across adolescent development.

It is important to recognize that some of these devel-
opmental changes in fairness and reciprocity appear 
to reflect changes in explicit social knowledge and 

understanding; however, some of these changes may 
involve implicit learning processes and rely on the devel-
opment of social–affective skills. Indeed, considerations 
of self and other’s outcomes appear to be influenced by 
the social environment of adolescents. For example, 
there is evidence that popular adolescents (that is, those 
frequently liked and seldom disliked by peers) generally 
help, share and cooperate with peers and score highly on 
measures of empathy and perspective-taking129.

Social–affective development. There is growing under-
standing of the neural systems that underlie aspects of 
social–affective development in adolescence. For exam-
ple, studies on empathy130 and social acceptance and 
rejection131–134 have reported differences in brain activity 
between children, adolescents and adults in brain areas 
involved in processing affect and social pain, including 
the temporal pole and the insula (Supplementary infor-
mation S1 (table)).

One study131 that examined, in different age groups 
(ages 8-10 years, 12–14 years, 16–17 years and adults), 
neural activation in response to social acceptance and 
rejection from peers found increased activation in the 
ventral anterior cingulate cortex (ACC) and striatum in 
each age group when a participant received feedback that 
a peer liked them compared to feedback indicating that a  
peer did not like them. This is consistent with the idea 
that social acceptance is salient across these age groups 
and continues to be salient in adulthood. Social rejection 
was associated with activation of the insula and dorsal 
ACC in all age groups, but only adults showed additional 
recruitment of the dorsolateral PFC, which may indicate 
a better capacity to regulate rejection, although this was 
not tested using behavioural measures. In a study using 
the Cyberball game to elicit feelings of rejection, early 
adolescents (ages 10–12 years) showed more activation 
in the subgenual ACC during rejection than adults135. 
Activity in this region was associated with greater rejec-
tion-related distress in youths in a different Cyberball 
study136. Activity in the insula (which was also associated 
with greater rejection-related distress)136 was reduced in 
individuals who have many friends in daily life (in the 
2 years before the fMRI scan)137, suggesting that young 
adolescents who had developed strong friendship net-
works were less sensitive to social rejection. Finally, this 
same research group also showed that increased sub-
genual ACC and medial PFC activity to social exclusion 
in the 12–13-year-olds predicted increased depressive 
symptoms in the year following the Cyberball study138.

Taken together, these findings show promising 
approaches to investigating the development of social–
affective processing in adolescence; however, they also 
raise a number of questions. One particularly thorny 
set of issues focuses on questions about the direction of 
effects. For example, some changes in neural activation 
in response to social and affective stimuli may depend on 
new patterns of social learning and experience in adoles-
cence (such as greater reaction to social rejection second-
ary to affective learning that is simply more likely to occur 
during this period of development). By contrast, changes 
in the neural systems that underpin the motivational 
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salience of peer rejection may undergo maturational 
changes that render the systems biologically more reac-
tive. It also seems likely that bidirectional effects could 
occur (maturational changes that fundamentally alter 
the motivational salience or reactivity that also interact 
with learning experiences that are more likely to occur in 
adolescence). Such bidirectional interactions could con-
tribute to spiralling effects over time, such as sensitivity to  
rejection and a pattern of negative experiences leading  
to the development of depression in adolescence. Studies 
of high-risk and clinical samples followed over time will 
be needed to test these hypotheses.

There is also a need to focus on the specific role of 
puberty as a neurodevelopmental mechanism that may 

contribute to the increase in motivational salience of 
social learning relevant to depression. For example, there 
is evidence that the increased risk for depression in ado-
lescence is linked to the increase in gonadal hormone lev-
els139. Given the finding that neural activity during social 
rejection at ages 12–13 years predicted later depression, 
this suggests that pubertal hormones may influence 
social–affective development, perhaps by increasing the 
affective salience (and vulnerability to long-term conse-
quences) of social rejection.

Puberty and social–affective changes
There is growing evidence that some of the social and 
affective changes that occur in adolescence are linked 

Figure 2 | Interactive decision-making paradigms to examine social reasoning. a | An example of the Ultimatum 
Game (UG) — a two-person interaction game that requires perspective-taking and relies on feelings of fairness. The game 
involves a proposer and a responder. The proposer can divide a fixed amount of money between the two players, and the 
responder decides whether to accept or reject the offer. When the offer is accepted, both players receive the stake 
according to the offer. When the responder rejects the offer, both players receive nothing.   b | To vary perspective-taking 
demands on the responder, studies have made use of the mini-UG, in which the proposer is given two money-dividing 
options by the computer. One option is always an unfair division (8 for proposer, 2 for responder), and depending on the 
experimental condition, the second option can be unfair as well (‘no alternative for proposer condition’), a fair split (‘fair 
alternative condition’) or a split that gives the advantage to the responder (‘hyperfair alternative condition’). Results from 
behavioural tests show that in the mini-UG, responders take into consideration the options that the proposer had121,127. 
That is, unfair offers are mostly rejected when the alternative was fair or hyperfair but are more often accepted when the 
alternative was also unfair (in other words, the proposer could not help it but was restricted by the offers from the 
computer). Developmental studies have shown that in the no-alternative condition, which relies most on 
perspective-taking skills of the responder, there was an age-related decrease in rejection, indicating that the ability to 
understand the perspective of the first player increases with age. c | This increase was accompanied by increased 
activation in the temporoparietal junction (TPJ)127.
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to the onset of puberty1–3,83,140. Studies have focused on 
the role of the onset of puberty in the social re-orien-
tation towards peers10, in changes in neural process-
ing of reward141 and as shifting the balance of affective 
processing (with relatively more reward versus threat 
processing) interacting with cognitive control2,101 in ado-
lescents. Despite considerable evidence that puberty is 
linked to the increases in sensation-seeking and some 
aspects of risk-taking that occur in adolescence3,9,83, 
there is little understanding of the specific hormonal 
changes that influence the development of those neural 
systems involved in motivational or emotional tenden-
cies towards sensation-seeking behaviour. More gener-
ally, relatively few studies have investigated the role of 
puberty versus the role of age per se or the role of specific 
hormones in these behavioural changes.

We believe there are several reasons why it is impor-
tant to investigate the role of hormonal changes in 
puberty at the interface between social and affective 
processing. For example, there is growing evidence that 
increases in risk-taking in adolescence emerge after the 
increase in sensation-seeking associated with puberty 
and occur primarily in affective salient social contexts. 
That is, adolescents show greater risk-taking than adults 
or children primarily when they are with peers (or believe 
they are being observed by peers), and such ‘peer’ effects 
are evident in both real-life and laboratory studies of risk-
taking77,142. Greater risk-taking in adolescence has also 
been reported in emotionally charged (or ‘hot’) situa-
tions, but no adolescent increases in risk-taking occur 
in low-affect (or ‘cool’) contexts in the same experimen-
tal task143. On the basis of these and other findings (as 
discussed below), we propose that changes in gonadal 
hormone levels at puberty contribute to adolescent risk-
taking through two interacting effects, namely by increas-
ing the motivational salience of acquiring social status and 
by increasing the tendency to seek novel and high-inten-
sity affective experiences — particularly in social contexts 
that create opportunities to gain peer admiration.

Moving forward: new heuristic models
On the basis of the findings reviewed above, we high-
light what we regard as two important challenges facing 
the field regarding the prevailing models of adolescent 
brain development. First, the prevailing models are typi-
cally used to address broad issues of clinical relevance 
and social policy in ways that emphasize frontal cortical 
immaturity (or a maturational ‘gap’ in cognitive control) 
to explain the emergence of risky, impulsive and dan-
gerous behaviours in adolescents. As described above, 
neuroimaging studies in adolescents do not support 
these aspects of the prevailing models. Rather, the data 
point to an adolescent flexibility in cognitive engage-
ment, depending on the social and motivational context. 
The exciting challenge is to better understand how these 
incentives exert such strong influences on adolescents’ 
engagement, decisions and behaviour — not only in ways 
that create vulnerabilities towards unhealthy incentives 
but also in ways that create unique opportunities for 
learning, adaptation and positive motivations relevant to 
health, education and social development in adolescence.

Second, the prevailing models are based on cogni-
tive neuroscience studies that have relied primarily on 
cross-sectional comparisons between samples of ‘ado-
lescents’ and ‘children’ and/or ‘adults’, and these groups 
have typically been defined by widely varying age ranges 
across different studies and laboratories. As a result, the 
current understanding of the maturational processes 
that underlie adolescent development is limited. One 
important example is the need to better understand the 
role of pubertal maturation on specific neurodevelop-
mental processes. We believe that this challenge will 
entail addressing not only methodological issues (for 
example, conducting studies designed to disentangle 
age and pubertal effects) but also conceptual issues (for 
example, refining models to address the role of specific 
hormones on specific aspects of social and affective 
development).

Below, we offer suggestions on how these challenges 
can be tackled and present a model of adolescent brain 
development that includes a focus on the role of puberty 
(FIG. 3). Our model proposes that the combination of flex-
ibility in PFC recruitment and changes in social–affec-
tive processing can create vulnerabilities to engaging in 
negative behaviours in some incentive situations but is 
generally adaptive and developmentally appropriate to 
the tasks and learning demands of adolescence. There 
are two key aspects to this model. The first focuses on 
social–affective engagement and goal flexibility; and 
the second focuses on the role of pubertal hormones in 
social–affective engagement.

Social–affective engagement and goal flexibility. As 
described above, there is growing evidence that ado-
lescence is a developmental period during which the 
degree of cognitive engagement is relatively flexible, 
depending on the social and motivational salience of a 
goal. This flexibility (and sensitivity to social and affec-
tive influences) may confer greater vulnerabilities for 
adolescents to act in ways that appear impulsive and 
immature, such as placing greater motivational value 
on gaining peer admiration for a daring action than 
considering the risks and long-term health conse-
quences of that behaviour. However, this capacity to 
quickly shift goal priorities may also enable adolescents 
to effectively engage cognitive systems in situations in 
which they are highly motivated to do so and in ways 
that facilitate learning, problem-solving and the use 
of divergent creative abilities144. Indeed, emerging evi-
dence from animal studies supports the idea that juve-
niles can outperform adults in some complex cognitive 
tasks (BOX 5).

Our model also is consistent with the idea that ado-
lescence is an important period for developing cognitive 
control skills through training and experience. When 
adolescents are motivated, their capacity to engage can 
result in quick mastery of complex tasks. Consider, for 
example, a tedious and precision-demanding task such 
as using cell phone text messaging to communicate with 
peers — individuals who have learned these skills in ado-
lescence typically reach a higher level of mastery than 
those who have learned as adults.
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This flexibility of cognitive control may also confer 
adaptive advantages for learning to navigate the often 
unpredictable social challenges of adolescence. The 
increased tendencies towards novelty-seeking and greater 
social–affective engagement might naturally nudge moti-
vational tendencies towards the exploration of peer and 
romantic contexts. This may promote behavioural explo-
ration in ways that create risks and vulnerabilities but also 
in ways that contribute to learning and developing new 

social–cognitive and social–affective skills. As described 
earlier, the fundamental task of adolescence is to achieve 
mature levels of social competence. The requisite skills 
require a great deal of practice, learning and refine-
ment — particularly in the realms of self-control and 
affect regulation in socially charged situations. Natural 
tendencies to approach, explore and experiment with 
these often frightening, but sometimes thrilling, peer 
and romantic social situations — and to quickly engage 

Figure 3 | A model of adolescent brain development. This figure illustrates a proposed model of adolescent brain 
development that begins with changes in social and affective processing (yellow boxes) associated with the onset of puberty. 
Specifically, rapid increases in hormone levels at the onset of puberty influence the development of limbic circuits, probably by 
inducing changes in the ventral striatum and amygdala (these regions have a pre-eminent role within the broader 
corticostriatal circuitry, which enables affect-laden stimuli to influence goals and behaviour). These pubertal changes 
contribute to increases in novelty-seeking, sensation-seeking and a tendency to process status-relevant social stimuli (for 
example, receiving attention and admiration from peers) as having increased motivational salience. Although these social and 
affective changes begin early (near the onset of puberty), they appear to peak in mid-adolescence and continue to influence 
behaviour, decisions and learning throughout several years of adolescent experiences (indicated by the colour gradient in the 
bottom yellow box). These social and affective influences interact with a broader set of changes in cognitive control and social 
cognitive development (blue boxes), which includes the acquisition of social and cognitive control skills that develop gradually 
across adolescence. These interactions between social–affective processing systems and cognitive control systems contribute 
to flexibility in the engagement of frontal cortical systems in adolescents, depending on the motivational salience of the 
context. In many contexts, these changes lead to increased social motivation and tendencies to explore, take risks and try new 
things — particularly when such bold behaviours may bring admiration from peers. An important feature of this model is the 
prediction that this increase in social–affective engagement not only influences incentives and behaviour in the moment (for 
example, choosing a specific bold but risky action to impress peers) but also influences motivational learning and patterns of 
behaviour over longer intervals (depicted by spirals). Specifically, over time, these tendencies to quickly shift priorities 
according to social incentives can contribute to healthy exploration and risk-taking behaviours, which promote social and 
emotional learning and the development of skills and knowledge that underpin adult social competence. However, these same 
tendencies can also lead to negative spirals, such as when risk-taking and motivational learning processes respond to 
unhealthy incentives, such as drug and alcohol abuse or dangerous thrill-seeking. Another version of a negative spiral as a 
consequence of increased flexibility in adjusting goals and heightened sensitivity to social evaluation may be perceived failure 
in receiving admiration from peers, leading to disengagement from social goals, as seen in adolescent depression. The model 
proposes that changes in social–affective processing in combination with flexible prefrontal cortex (PFC) recruitment is 
generally adaptive and developmentally appropriate to the tasks and learning demands of adolescence, but in some situations 
— perhaps through interactions between individual risk factors and risk environments — can contribute to negative 
consequences. ACC, anterior cingulate cortex; DLPFC, dorsolateral PFC; mPFC, medial PFC; TPJ, temporoparietal junction.
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frontal cortical systems in flexible ways — may promote 
key aspects of learning and social–affective development 
in adolescence.

The role of hormones on social–affective development. 
There has been growing interest in the cognitive, affective 
and social effects of puberty-related changes in the levels 
of several hormones, including oestradiol (which affects 
prefrontal functioning145), oxytocin (which influences 
social bonding and social motivation146), and adrenal 
androgens (dehydroepiandrosterone or dehydroepian-
drosterone sulphate) and testosterone (which influence 
the motivation to attain and maintain social status147–149). 
Among these, we believe that the social effects of testos-
terone are particularly relevant to understanding some 
key changes in adolescence. Animal and human studies 
have shown that testosterone influences neural systems 
that regulate reward and social motivation. For exam-
ple, in juvenile animals, testosterone has a crucial role 
in rough-and-tumble play, which serves as an important 
preparatory precursor to competition for dominance, ter-
ritory maintenance and access to mates. Specifically, tes-
tosterone acts to direct attention and enhance approach 
to threatening social situations150. Data from human stud-
ies — including behavioural studies in which testosterone 
was administered to adults, experimental economic stud-
ies and functional neuroimaging studies — have provided 
compelling evidence for the role of testosterone as a social 
hormone147–149. Together, these findings indicate that tes-
tosterone promotes the search for and maintenance of 
social status, and that testosterone alters the appraisal of 
threats and rewards — particularly when these are rele-
vant to social status147,148. A recent fMRI study in adults151 
showed that testosterone appears to cause a functional 
decoupling of amygdala and ventral PFC activity. The 
studies conducted in adults may be relevant to models of 
adolescent brain development because there is growing 
evidence for pubertal changes in ventral PFC, including 
the emergence of sex-differences at puberty11.

To date, few studies have directly investigated 
how testosterone influences adolescent development. 
Preliminary findings from fMRI studies suggest that 
testosterone levels correlate with maturational changes 
in reward processing in adolescent boys and girls152,153. 
Structural MRI studies have shown associations between 
circulating testosterone levels and cortical thickness in 
the left inferior parietal lobule, middle temporal gyrus, 

calcarine sulcus and right lingual gyrus, which are all 
regions known to be high in androgen receptors. Of note, 
however, the fMRI findings show similar testosterone 
effects on male and female reward processing, whereas 
the structural findings showed sex differences, with tes-
tosterone being associated with grey matter thinning in 
girls but with grey matter thickening in boys154.

There is a need for a better understanding of the 
effects of testosterone (and other hormones) on behav-
iour and brain function during human adolescent devel-
opment. The evidence for the role of testosterone in 
social motivation (in animal studies and studies in adult 
humans) raises compelling questions about the role of 
testosterone in social–affective changes during adoles-
cence. For example, if the pubertal surge in testoster-
one levels amplifies the motivational salience of social 
status (in both boys and girls), adolescents may show a 
general increase in the motivation to be admired. The 
specific types of behaviour (and reward learning) that 
result from this increased motivation could vary widely 
across cultural contexts. Thus, in a culture that admires 
bold, assertive behaviour in boys but not in girls, different 
adolescent experiences in boys versus girls may sculpt 
motivational learning in fundamentally different ways 
through patterns of adolescent experience. Similarly, in 
a Tibetan Buddhist monastery, where adolescent boys 
may be competing for social status by demonstrating 
the greatest kindness and compassion, the testosterone-
amplified desire to be admired might promote a very dif-
ferent pattern of motivational learning in boys than in 
other societies. These examples highlight the importance 
of interactions between biology and social context in the 
refinement of neural circuitry in adolescence.

Conclusions and future directions
As highlighted in this Review, some of the most com-
pelling questions about the adolescent window of matu-
ration focus on the affective dimension of motivations 
and goals. This includes mechanistic questions about 
hormone-specific effects in early adolescence that con-
tribute to the intensification of feelings related to social 
valuation. Progress in understanding these mechanistic 
questions may provide insights into the unique oppor-
tunities for motivational learning in adolescence. For 
example, how do social and affective learning in ado-
lescence contribute to the development of individual 
differences in motivational priorities, such as enduring 
heartfelt goals? It seems clear that these learning pro-
cesses involve implicit and affective aspects of devel-
oping one’s values and attitudes as well as the explicit 
cognitive processes of setting priorities. For example, 
individual differences in the tendencies to be kind, hon-
est and loyal in a romantic relationship may have as 
much to do with one’s feelings about these values as with 
consciously weighed decisions about the consequences 
of such behaviours. Another example concerns acquired 
intrinsic motivations in adolescence. Progress in identi-
fying the neurodevelopmental underpinnings of these 
acquired motivations are relevant to understanding the 
development of healthy versions of inspired passions as 
well as vulnerabilities for developing unhealthy versions 

Box 5 | An example of motivational flexibility in adolescent mice

A study examined learning and decision-making in adolescent (or juvenile) 
(26–27-day-old) and adult (60–70-day-old) mice in a two-choice and four-choice 
odour-based foraging task166. The mice learned to discriminate different odours and 
learned which one was associated with a reward. Subsequently, the reward was paired 
with a different odour, and the reversal phase of the task assessed how fast the juvenile 
and adult mice learned this new association. The adolescent mice learned the 
four-choice discrimination and reversal faster than adult mice, with shorter choice 
latencies and more focused search strategies, suggestive of increased behavioural 
flexibility. The authors interpreted these findings as suggesting that adolescent mice 
are optimized to make flexible decisions in uncertain and unstable environments,  
which are likely to be encountered during adolescence.
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of acquired motivations, such as drug and alcohol use 
and reckless versions of thrill-seeking.

It seems likely that during several phases of develop-
ment across the lifespan, neural systems in the PFC may 
have some ‘experience-expectant’ qualities — that is, 
they may have windows of development during which 
the brain ‘expects’ or is biologically prepared for learn-
ing. These qualities enable adaptive adjustments that 
are relevant to the challenges and opportunities that 
tended to occur at that phase of development during our 
evolutionary history. Accordingly, the social challenges 
and changes facing adolescents (throughout human his-
tory155) may have favoured a slightly different cognitive 

style (more flexible, exploratory and sensitive to social–
affective influences) compared with adults. This notion 
argues against the idea that the adult brain is the optimal 
or ‘normal’ functional system and that differences during 
adolescent development represent ‘deficits’.

As we have described in this Review, there is a com-
pelling need for studies that advance, refine and test key 
features of this heuristic model at the level of the underly-
ing neural changes, in large part because these questions 
have such relevance to early intervention and prevention 
for a wide range of adolescent-onset health problems, as 
well as broad implications for health, education, juvenile 
justice and social policies aimed at youths.
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ORIGINAL ARTICLE

Serum BDNF concentrations as peripheral manifestations of
depression: evidence from a systematic review and meta-analyses
on 179 associations (N¼ 9484)
ML Molendijk1,2, P Spinhoven1,2,3, M Polak1, BAA Bus4, BWJH Penninx3,5,6 and BM Elzinga1,2

Meta-analyses, published in 2008–2010, have confirmed abnormally low serum brain-derived neurotrophic factor (BDNF)
concentrations in depressed patients and normalization of this by antidepressant treatment. These findings are believed to reflect
peripheral manifestations of the neurotrophin hypothesis, which states that depression is secondary to an altered expression of
BDNF in the brain. Since the publication of these meta-analyses, the field has seen a huge increase in studies on these topics. This
motivated us to update the evidence on the aforementioned associations and, in addition, to compile the data on serum BDNF
concentrations in relation to the symptom severity of depression. Using a manifold of data as compared with earlier meta-analyses,
we find low serum BDNF concentrations in 2384 antidepressant-free depressed patients relative to 2982 healthy controls and to
1249 antidepressant-treated depressed patients (Cohen’s d¼ � 0.71 and � 0.56, P-values o0.0000001). When publication bias is
accounted for, these effect-sizes become substantially smaller (d¼ � 0.47 and � 0.34, respectively, P-valueso0.0001). We detect
between-study heterogeneity in outcomes for which only year of publication and sample size are significant moderators, with more
recent papers and larger samples sizes in general being associated with smaller between-group differences. Finally, the aggregated
data negate consistent associations between serum BDNF concentrations and the symptom severity of depression. Our findings
corroborate the claim that altered serum BDNF concentrations are peripheral manifestations of depression. However, here we
highlight that the evidence for this claim is slimmer as was initially thought and amidst a lot of noise.

Molecular Psychiatry (2014) 19, 791–800; doi:10.1038/mp.2013.105; published online 20 August 2013

Keywords: antidepressants; BDNF; biomarker; depression; meta-analysis

INTRODUCTION
The neurotrophin hypothesis, originally formulated in 1997 by
Duman, Heninger and Nestler, characterizes major depressive
disorder as being secondary to aberrant neurogenesis in brain
regions that regulate emotion and memory.1 According to this
hypothesis, aberrant neurogenesis is brought about by a (stress
induced) lower expression of brain-derived neurotrophic factor
(BDNF). In addition, the neurotrophin hypothesis predicts that
antidepressants are efficacious because they increase BDNF
expression and herewith resolve aberrant neuronal plasticity.2,3

A large pre-clinical literature, allowing for mechanistic insights, fits
very well with these predictions. Taliaz et al.,4 for instance, showed
in rats that a reduction of BDNF in the dentate gyrus impairs
neurogenesis and induces depressive-like behavior. Human post-
mortem studies have indicated similar alternations in the brains of
persons who were depressed at the time of dying.5 Further
support for abnormalities in BDNF expression in depressed
patients comes from clinical studies. Karege et al.6 as the first
found serum BDNF concentrations to be low in depressed patients
as compared with healthy controls and lowest in persons with the
highest levels of symptom severity. Shimizu et al.7 were the first to
show an increase in serum BDNF concentrations in the course of
antidepressant treatment.7

These findings generated a buzz of research activity and in
2008–2010 the clinical data were summarized in three meta-
analyses.8–10 These meta-analyses, basically including the same 11
studies (NB968) confirmed the finding of low serum BDNF
concentrations in untreated depressed patients (effect-size
(Cohen’s d)B� 1) and normalization of this by antidepressant
treatment (dB1) while suggesting that these associations were
not hampered by between-study heterogeneity or publication
bias. Accordingly, the conclusion was: BDNF may have potential use
as biomarker for psychiatric disorders or as a predictor of
antidepressant efficacy (page 527).9 Since then, the field has seen
an abundance of new data on these topics. Important is that this
new data entail striking variation in outcomes across studies.11,12

This, and the abundance of new data, motivated us to update the
current state of knowledge by calculating pooled effect-size
estimates on differences in serum BDNF concentrations among:

� antidepressant-free depressed patients and healthy controls
subjects

� antidepressant-free- and antidepressant-treated depressed
patients

� antidepressant-treated depressed patients and healthy controls
subjects.
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We chose to focus on serum BDNF concentrations, and not on
related parameters such as plasma or whole blood BDNF
concentrations, because we wished to avoid an additional source
of bias. Besides, in depression research, serum BDNF concentra-
tions are most commonly used.

An additional aim was to compile the data on the putative
relation between serum BDNF concentrations and the symptom
severity of depression in:

� antidepressant-free depressed patients
� antidepressant-treated depressed patients
� healthy control subjects.

A final aim, made possible by a large amount of studies, was to
learn on the potential influence that some relevant moderators
might have on the outcomes of our interest.

MATERIALS AND METHODS
We adhered to the guidelines that are recommended by the
preferred reporting items for systematic reviews and meta-
analyses statement.13 The literature search, decisions on
inclusion, data extraction and quality control were all performed
independently by two of the authors (MP or BB and MM).

Search strategy
We searched the PUBMED, Embase and PsychInfo through 1st
April 2013 to identify eligible human studies on serum BDNF
concentrations in healthy controls, depressed patients or in both.
These digital searches were supplemented by backward searches
in which the references to the seminal papers of interest were
screened6,7 and by examining the reference sections of the
retrieved papers.

Inclusion criteria
We included peer-reviewed human studies that reported data on
serum BDNF concentrations in healthy controls, and antidepres-
sant-free and antidepressant-treated depressed patients. Inclusion
was independent of clinical (for example, psychiatric comorbidity)
and the methodological characteristics of the sample or study (for
example, between-subject design versus within-subject design).
Non-empirical studies were excluded, as were studies that were
not written in English, Dutch, German or Spanish. Overlapping
samples were excluded except for the one that reported on the
largest number of subjects.

Data extraction
We extracted, as primary outcomes, mean serum BDNF concen-
trations and s.d. as a function of diagnostic status and
antidepressant use and/or indices on the relation between BDNF
concentrations and the symptom severity of depression (for
example, Pearson’s r). When BDNF concentrations were assessed
at multiple time points, we extracted the data recorded at baseline
and at the longest follow-up period.

We also extracted data on mean age, gender distribution,
depression severity, antidepressant use (subdivided by selective
serotonin reuptake inhibitors, tricyclic antidepressants, selective
norepinephrine reuptake inhibitors, and noradrenergic and
specific serotonergic antidepressants), duration of antidepressant
use and the number of subjects in the study. Where records did
not provide sufficient information, corresponding authors were
contacted and the required data were requested. In those cases,
where nonsignificant results were reported in a paper (for
example, P40.05) and authors did not reply to our request, we
assigned the associations an estimated effect-size of zero.

Quality assessment
We used the Newcastle–Ottawa Scale (NOS)14,15 to assess the
quality of the included studies. Overall quality score was defined
as the frequency of criteria that were met by the particular study.
We excluded NOS items 4 and 7 because these are meaningless in
the context of the current paper. Mean-quality score of the
included studies was 3.18 (s.d.¼ 0.14). The agreement between
the independent raters was excellent (Cohen’s kappa¼ 0.89,
s.e.¼ 0.03).

Statistical analysis
All calculations were performed using comprehensive meta-
analyses 2.0.16 Random-effects models were applied to calculate
pooled Cohen’s d’s17 on between-group differences in serum
BDNF concentrations. Pooled correlation coefficients were
calculated on the relation between serum BDNF concentrations
and the symptom severity of depression. All outcomes were
weighted using inverse variance methods.16 Statistical significance
of the pooled effect-sizes was assessed using a confidence interval
(CI) of 95%. The I2 measure was used to quantity the amount of
between-study heterogeneity and considered to be high when
I2450%.18,19 Statistical significance of heterogeneity was assessed
using the Q-statistic.16

Through meta-regression analyses, the possible moderating
effects of between-study differences on outcomes were evaluated.
We considered the number of subjects included in the study, year
of publication, mean age, symptom severity of depression of the
patient sample, gender distribution and the NOS score as
potential moderators for all outcomes of interest. The severity
rating scales that were used differed between studies. These
instruments use different values to quantify severity (for example,
refs. Hamilton et al.20 and Rush et al.21) that do not necessarily
equate to each other. Therefore, we used the validated severity
categories (that is, none, mild, moderate, severe and very severe)
that can be derived from the continuous scores on each of these
instruments as potential moderating variable. The moderation
analysis on the difference in serum BDNF concentrations between
healthy controls and antidepressant-treated depressed patients
in addition included variables coding for the class of anti-
depressant and the duration of treatment. For the meta-analysis
on antidepressant-free and antidepressant-treated depressed
patients, the set of moderators was extended with a variable
coding for change in depression severity over treatment defined
as the percentage of improvement on the depression rating scale
that was used.

Publication bias was assessed by inspection of funnel plots and
the Egger test.22 The trim-and-fill procedure, a validated manner
to estimate an effect-size after bias has been taken into
account,23,24 was performed in case of publication bias. Power
and sample size calculations were performed using G*Power.25

Stability of our results was evaluated by sensitivity analyses in
which each study was excluded from analyses at a time.

RESULTS
Our initial search generated 730 papers of which 55 fulfilled the
inclusion criteria for at least one of our meta-analyses.6,7,11,12,26–76

From these papers, we could extract 124 between-group effect-
size estimates and 55 correlation coefficients. For details on the
search strategy, we refer to the flowchart (Figure 1). Table 1 lists in
which meta-analysis the papers were included and provides
demographic and clinical characteristics of the included studies.

Meta-analyses
Random-effects meta-analyses showed that antidepressant-free
depressed patients had lower BDNF concentrations as compared
with healthy controls (d¼ � 0.71, 95% CI¼ � 0.89 to � 0.53,
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Po0.0000001; 46 comparisons, n¼ 5203; see Figure 2) and to
those of antidepressant-treated depressed patients (d¼ � 0.56,
95% CI¼ � 0.77 to � 0.35, Po0.00001, 28 comparisons,
n¼ 4204). Repeating this latter analysis using only studies that
reported pre- and post-treatment BDNF concentrations gave
a somewhat higher effect-size estimate (d¼ � 0.74, 95%
CI¼ � 1.04 to � 0.45, Po0.0000001, 23 comparisons, within-
subjects data on 711 patients pre- and post-treatment). Differ-
ences in BDNF concentrations among healthy controls and
antidepressant-treated depressed patients were not observed
(d¼ 0.07, P¼ 0.52; 24 comparisons, n¼ 3720). Forest plots (except
Figure 2) are provided as Supplementary materials
(Supplementary Figures S1–S3).

A meta-analysis aggregating 30 associations (n¼ 1807) on the
relation between BDNF concentrations and the symptom severity
of depression yielded a statistically significant, negative correla-
tion (r¼ � 0.19; 95% CI¼ � 0.28 to � 0.10, Po0.00001) in
antidepressant-free depressed patients. There was no evidence
for a relation between serum BDNF concentrations and depression
severity in antidepressant-treated depressed patients (r¼ � 0.02;
P¼ 0.36, 20 associations, n¼ 1820) or in healthy controls
(r¼ � 0.02; P¼ 0.41, 5 associations, n¼ 2276). Forest plots are
provided as supplement (Supplementary Figures S4–S6).

Between-study heterogeneity and moderation analyses
A large amount of between-study heterogeneity in outcomes was
identified in all meta-analyses that yielded significant outcomes
(55%oI2o87%, for I2-, Q- and P-values we refer to Table 2).

In a series of meta-regression analyses, we aimed to identify
sources of heterogeneity in outcomes. We observed that
differences in serum BDNF concentrations among antidepres-
sant-free depressed patients and healthy control subjects could

partly be explained by sample size (r¼ � 0.33, R2¼ 0.11, P¼ 0.03)
and by year of publication (r¼ � 0.30, R2¼ 0.09, P¼ 0.04), with
larger samples and more recently reported papers in general
reporting smaller between-group differences. In the meta-analysis
on changes in serum BDNF concentration over the course of
antidepressant treatment, we found that a larger decrease in
symptom alleviation was accompanied by a larger increase in
BDNF concentrations (r¼ � 0.48, R2¼ 0.22, P¼ 0.01). Other
moderators, including NOS score, were not observed (see
Table 3 for all coefficients). Moderation analyses were not
performed when between-study heterogeneity was not detected.

Publication bias and power
Visual inspection of the funnel plots suggested that there was
evidence for publication bias in all meta-analyses that yielded a
significant outcome. Egger’s tests confirmed this (t-values in the
range 2.5–4.2, P-values all o0.05, see Table 2 for exact values).

Trim-and-fill estimations were used to assess the impact of
publication bias. The meta-analysis on differences in BDNF
concentrations among healthy controls and untreated depressed
patients suggested that nine studies had to be imputed to result
in a symetric funnel plot. Imputation led to a smaller, yet
significant, effect-size (d¼ � 0.47, 95% CI¼ � 0.64 to � 0.27,
Po0.000001). The pattern of publication bias was similar in the
meta-analyses comparing group differences among antidepres-
sant-free and antidepressant-treated subjects, where five (all data)
and four studies (within-subjects data) needed to be imputed to
yield a symetric funnel plot. Also here, imputation led to smaller
effect-size estimates (d¼ � 0.54 and � 0.34, respectively,
P-valueso0.001). Similarly, for the meta-analyses on the contin-
uous association between serum BDNF concentrations and the
symptom severity of depression in untreated depressed persons,

Figure 1. Flowchart of the search strategy and results. BDNF: brain-derived neurotrophic factor; HC, healthy controls; MDD, major depressive
disorder. AA total of 192 records reported on the BDNF gene, 193 records were reviews, perspectives, comments or hypotheses, 36 records
reported on animal data, 14 records were post-mortem studies, 12 records were in vitro studies and 111 records did not rapport on BDNF. BIn
all, 2 records reported overlapping data, 3 records reported on the BDNF gene, 64 records reported on plasma BDNF concentrations, 3 records
were reviews and 43 records did not reported on serum BDNF concentrations in illnesses other than depression and did not indicate that
depression-related assessments were performed. CMost of the papers provided input for 41 meta-analytical effect-size. The number of
comparisons/associations, therefore, do not add up to 57.
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Table 1. Summary of study characteristics of included studies (studies are sorted by year and month of publication)

Author Meta-analysisa Designb N %
Female

Mean
age

Patient status nc Severity
measure

Karege et al.6 (1)(5) B-S 60 50 37 HC MDDþ 30 30 MADRS
Shimizu et al.7 (1)(2)(3)(5)(6) Both 83 43 43 HC MDD� MDDþ 50 16 17 HAMD
Gervasoni et al.26 (1)(2)(3)(4) Both 52 54 40 HC MDD� MDDþ 26 26 26 MADRS
Gonul et al.77 (1)(2)(3)(4)(5) Both 46 71 36 HC MDD� MDDþ 18 28 28 HAMD
Karege et al.28 (1)(4) B-S 78 56 34 HC MDD� 35 43 MADRS
Aydemir et al.29 (1)(2)(3) Both 20 80 36 HC MDD� MDDþ 10 10 10 HAMD
Zanardini et al.30 (6) W-S 16 69 56 MDDþ 16 HAMD
Lommatzsch et al.31 (1)(5) B-S 80 100 28 HC MDD� 62 18 EPDS
Ayedemir et al.29 (1)(2)(3) Both 40 100 35 HC MDD� MDDþ 20 20 20 HAMD
Bocchi-Chiavetto et al.32 (6) W-S 12 70 53 MDDþ 12 MADRS
Lang et al.33 (4) B-S 24 NK 46 MDD� MDDþ 8 16 MADRS
Aydemir et al.34 (1) B-S 50 74 33 HC MDD� 26 24 HAMD
Yoshimura et al.35 (1)(2)(3)(4) Both 72 65 46 HC MDD� MDDþ 30 42 42 HAMD
Ziegenhorn et al.36 (1)(5) B-S 465 48 85 HC MDD� 259 91 HAMD
Hellweg et al.37 (3) W-S 40 71 51 MDD� MDDþ 40 40 HAMD
Okamoto et al.38 (6) B-S 18 50 61 MDDþ 18 HAMD
Stanek et al.39 (4) B-S 34 56 73 HC 34 PRIME-MD
Huang et al.40 (1)(2)(3) Both 218 72 33 HC MDD� MDDþ 107 111 79 HAMD
Piccini et al.41 (1)(2)(3) Both 30 83 42 HC MDD� MDDþ 15 15 15 HAMD
Matrisciano et al.42 (1)(2)(3) Both 41 51 37 HC MDD� MDDþ 20 21 21 HDRS
Basterzi et al.11 (1)(2)(3) Both 58 67 33 HC MDD� MDDþ 15 43 43 HAMD
Gorgulu et al.43 (1)(2)(3) Both 72 69 36 HC MDD� MDDþ 31 41 22 HAMD
Grønli et al.44 (6) B-S 15 60 70 MDDþ 15 HAMD
Umene-Nakano et al.45 (1)(5) B-S 40 25 44 HC MDD� 20 20 HAMD
Fernandes et al.46 (2)(6) B-S 40 60 42 HC MDDþ 30 10 HAMD
Lee et al.47 (1) B-S 132 61 74 HC MDD� 98 34 GDS
Ozan et al.48 (1) B-S 122 70 34 HC MDD� 56 66 HAMD
Diniz et al.49 (1)(4) B-S 71 83 70 HC MDD� 42 29 HAMD
Eker et al.50 (1)(4) B-S 47 75 31 HC MDD� 22 25 HAMD
Bocchi-Chiavetto et al.32 (1)(4) B-S 84 81 43 HC MDD� 59 25 MADRS
Hu et al.51 (1) B-S 84 73 43 HC MDD� MDD� 28 28 28 HAMD
Zhou et al.52 (1) B-S 123 NK NK HC HC MDD� 30 58 35 HAMD
Su et al.53 (1) B-S 52 0 23 HC MDD� 21 31 NK
Rojas et al.54 (3) B-S 34 71 42 MDD� MDDþ 34 34 HAMD
Yoshimura et al.56 (3)(4) W-S 132 60 51 MDD – MDDþ 132 132 HAMD
Wolkowitz et al.57 (1)(2)(3) B-S 57 36 39 HC MDD� MDDþ 28 29 25 HAMD
Kobayakawa et al.58 (1) B-S 162 30 65 HC MDD� 81 81 HADS
Terraciano et al.59 (5) B-S 2099 62 51 HC MDD� 1661 438 CES-D
Molendijk et al.60 (1)(2)(3)(4)(5) (6) B-S 1344 65 42 HC MDD� MDDþ 382 541 421 IDS
Toups et al.61 (6) B-S 70 80 47 MDDþ 70 HAMD
Satomura et al.62 (2)(4)(5) B-S 272 63 53 HC MDDþ 163 109 HAMD
Sasaki et al.78 (1)(2)(3)(5)(6) B-S 52 56 13 HC MDD� MDDþ 22 19 11 CDRS-R
Sözeri-Varma et al.63 (1)(4) B-S 70 73 37 HC MDD� 40 30 HAMD
Bus et al.64 (4) B-S 1230 50 61 HC 1230 BDI
Gedge et al.65 (5) W-S 29 69 45 MDDþ 29 HAMD
Gazal et al.66 (1) B-S 72 100 25 HC MDD� 36 36 BDI
Birkenhäger et al.67 (5) W-S 42 43 47 MDD� 42 HAMD
Deuschle et al.68 (1)(2)(3)(4) W-S 70 72 52 HC MDD� MDDþ 14 56 56 HAMD
Harvey et al.69 (1)(5) W-S 200 49 44 HC MDD� 89 111 PHQ-9
Oral et al.70 (1)(5) B-S 79 68 27 HC MDD� 40 39 BDI
Karlović et al.71 (1) B-S 264 50 46 HC MDD� 142 122 HAMD
Jeon et al.72 (1)(2)(3)(4) W-S 155 71 44 HC MDD� MDDþ 50 105 105 HAMD
Yoshida et al.73 (2)(5) B-S 147 56 38 HC MDDþ 78 69 SIGH-D
Elfving et al.12 (1)(2) B-S 406 81 46 HC MDD� MDDþ 289 117 45 ICD-10
Papakostas et al.76 (1) B-S 79 52 36 HC MDD� 43 36 HAMD

Abbreviations: BDI, beck depression inventory; BDNF, brain-derived neurotrophic factor; CDRS-R, children’s depression rating scale-revised; CES-D, center for
epidemiological studies - depression; HADS, hospital anxiety and depression scale; HAMD, Hamilton depression scale; HC, healthy controls; ICD-10,
International classification of disease checklist of symptoms; IDS, inventory of depressive symptoms; MDD� , antidepressant-free MDD; MDDþ ,
antidepressant-treated MDD patients; NK, not known; PHQ-9, patient health questionnaire-9; SIGH-D, structured interview of the Hamilton depression scale.
aThis column indicates in which meta-analysis the study that is indicated in the corresponding row is included: (1) HCs vs MDD� ;
(2) HCs vs MDDþ ; (3) MDD� patients vs MDDþ ; (4–6) regard meta-analyses on continuous associations between serum BDNF concentrations and
depression symptom severity scores: (4) in HC’s; (5) in MDD� ; (6) in MDDþ . bThis column, Design, indicates whether within-subjects data (W-S), a between-
subjects data (B–S), or a combination of these types of data (both) is used by the study that is indicated in the corresponding row. cNote that the numbers in
the column n do not add to the numbers as they are given in the column N. This is because the numbers in column n, in some instances, are counted double
(for example, before and after antidepressant treatment in longitudinal designs).
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Figure 2. Forrest plot for random-effect meta-analysis on differences in serum BDNF concentrations between healthy control subjects and
antidepressant-free depressed patients. The sizes of the squares are proportional to sample size.

Table 2. Statistics on between-study heterogeneity and publication bias for the meta-analysis indicated in the row

No. of associations/
comparisons

No. of subjects Heterogeneity Publication bias

HC MDD� MDDþ I2 Q P-value Egger’s t P-value

Group-wise comparisons
HC vs MDD� 41 2911 2292 NA 86.1% 287.6 o0.0001 4.2 o0.0001
HC vs MDDþ 24 2591 NA 1129 84.6% 150.2 o0.0001 1.4 0.16
MDD� vs MDDþ 27 NA 2955 1249 84.4% 165.1 o0.0001 2.5 o0.05
MDD� vs MDDþ W-S onlya 23 NA 711 711 83.9% 136.8 o0.0001 2.6 o0.05

Continuous associations
HC 5 2276 NA NA 14.8% 4.7 0.32 1.0 0.15
MDD� 29 NA 1807 NA 67.9% 87.2 o0.0001 2.5 o0.05
MDDþ 19 NA NA 1820 18.3% 48.9 0.36 0.6 0.53

Abbreviations: HC, healthy controls; MDD� , antidepressant-free MDD; MDDþ , antidepressant-treated MDD patients; NA, not applicable; W-S, within-subjects data.
aHere, only associations were included that were derived using a within-subjects designs (that is, treatment studies).
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the trim-and-fill estimations suggested that five studies had to be
imputed to result in a symetric funnel plot pattern. Herewith, the
effect-size estimate (r¼ � 0.07) was no longer statistically
significant. Funnel plots are provided as Supplement
(Supplementary Figures S7–S10).

We calculated the numbers of subjects that are needed to
detect differences with a power of 0.80 at an a-level of 0.05
(one-sided). Hereto we used the pooled effect-size estimates
that were corrected for publication bias. These calculations
suggested that 57 subjects in each group would be necessary
to reliably detect differences in serum BDNF concentrations
between healthy controls and antidepressant-free depressed
subjects. For differences in serum BDNF concentrations among
antidepressant-free and antidepressant-treated persons, this
number would be 108. Based on this, the majority of the included
samples was not sufficiently powered (observed median sample
size¼ 36). Sample-size calculations were not performed for
continuous associations between serum BDNF concentrations
and the symptom severity of depression because these were not
statistically significant.

Sensitivity analyses indicated that none of the study findings
was unduly driven by the effect of a particular study.

DISCUSSION
Here we confirm, based on a manifold of data as compared
with previous meta-analyses,8–10 that serum BDNF concentrations
are low in untreated depressed patients and normalized
by antidepressant treatment. The moderate-to-large effect-sizes
that we rapport on these differences (random-effects meta-
analyses, d¼ � 0.71 and � 0.56, respectively) are similar to
the ones that were reported in the seminal studies6,7 and in
previous meta-analyses.8–10 These findings are not new. The
novelty of our work, instead is that here we highlight a large
amount of unexplained between-study heterogeneity in
outcomes, underpowered study designs, publication bias that
together may call for a critical interpretation of the claim that
altered serum BDNF concentrations are related to the illness major
depression.

We find a large amount of between-study heterogeneity in
outcomes and none of the theoretically relevant variables that we
tested (for example, the symptom severity of depression or
gender distribution of the sample) was associated with this.

Obviously, the heterogeneity may have come from between-
sample characteristics that were not tested in our study, such as
alcohol consumption and smoking,79 sleep problems,80

seasonality81 or exposure to trauma.82 Given that depression is a
heterogeneous illness,83 heterogeneity in outcomes may also have
come from diversity in clinical characteristics of patient samples.
The severity of depression, however, did not explain it.
Unfortunately, we did not have the opportunity to test many of
the other clinical characteristics because most of the included
studies did not report on these variables.

We did find an artificial base for the heterogeneity in outcome.
First, a large part of the studies included in our meta-analysis was
underpowered. Given that a low level of power increases the false
versus true-positive ratio,84 some overly positive findings may
have been among the studies that we included, causing
heterogeneity in outcomes. Second, we found that sample size
and year of publication were significant predictors of between-
study heterogeneity, with larger samples and more recently
published findings being associated with smaller between-group
differences. This points to publication bias; a particular threat to
the validity of a meta-analysis.85 We found evidence for
publication bias in funnel plots.86,87 Thus, we applied validated
trim-and-fill procedures to provide effect-size estimates that can
account for this.23 These yielded attenuated effect-size estimates
that were about half as large as those reported in previous meta-
analysis8–10 and of moderate magnitude at best (that is,
d¼ � 0.47 through � 0.34). The often discussed association
between serum BDNF concentrations and the symptom severity
of depression,6,65 for which we initially found evidence, even lost
its statistical significance after correcting for publication bias and
thus likely does not exist. Given that the relevance of a diagnostic
biomarker (that is, a variable that is able to distinguish between
diagnostic groups)88 depends on the magnitude of an effect-size
(and not on statistical significance per se88,89) we conclude that
serum BDNF concentrations are likely to be of little clinical use (as
has been suggested in two earlier, and excellent reviews90,91).
Complicating this even more is that low serum BDNF
concentrations have been reported in persons diagnosed with
schizophrenia,92 bipolar disorder,93 eating disorders94 and
anxiety95 indicating that serum BDNF concentrations are not
specific enough to differentiate among diagnoses. Multiple-assay
methods may serve a role as biomarker better, as recently has
been shown.76

Table 3. Associations (Pearson’s correlation coefficients for continuous variables and Spearman’s Rho correlation coefficients for categorical
variables) between-study characteristics and study effect-size (by meta-analysis)

Group differences HC vs MDD� HC vs MDDþ MDD� vs MDDþ MDD� vs MDDþW-S

41 effect-sizes n¼ 5203 24 effect-sizes n¼ 3720 27 effect-sizes n¼ 4204 23 effect-sizes n¼ 1422

Gender (percentage female) 0.16 0.11 0.06 0.08
Age (mean, years) 0.13 � 0.11 0.08 0.11
Depression severity (categorical, baseline) � 0.17 � 0.10 � 0.21 � 0.07
Percentage SSRI NA 0.29 � 0.35b � 0.34
Percentage TCA NA � 0.21 0.13 0.11
Percentage SNRI NA � 0.10 0.17 0.17
Percentage NaSSA NA � 0.14 0.14 0.15
Duration of treatment (mean, weeks) NA � 0.34 0.04 0.04
Clinical response on treatment NA NA NA � 0.48a

Sample size (n) 0.33a � 0.15 0.25 0.21
Year of publication 0.30a � 0.16 0.18 0.18
Study quality (frequency of criteria met) 0.04 0.06 0.35b 0.34

Abbreviations: HC, healthy controls; MDD� , antidepressant-free MDD; MDDþ , antidepressant-treated MDD patients; NaSSA, noradrenergic and specific
serotonergic antidepressants; NK, not known; SNRI, serotonin-norepinephrine reuptake inhibitors; SSRI, selective serotonin reuptake inhibitors; TCA, tricyclic
antidepressants; W-S, within-subjects data only (that is, associations were that were derived using a within-subjects design.
Note: Given that there was no evidence for between-study heterogeneity, moderation analysis was not performed in these subgroups. aStatistically significant
at Po0.05. bTrend-like finding at Po0.10.
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Although limited in scope with regard to clinical utility, our
findings do not dismiss the possibility that abnormalities in BDNF
expression reflect the pathophysiological processes that may
underlie depressive illnesses.1,3 It should be noted that the
associations that we report on, even when adjusting for
publication bias, stand out as being strong when compared with
other biological abnormalities in depression, for instance blood
markers for immune dysregulation (for example, C-reactive
protein and interleukin-6; d¼ 0.15 and 0.25, respectively) or
HPA-axis activity (for example, adrenocorticotropin hormone
(d¼ 0.28), for a review on these abnormalities see Penninx
et al.96). A difficulty that remains, however, is that we studied
peripheral BDNF concentrations. There are indications that BDNF
concentrations measured in serum reflect BDNF activity in the
brain.5,97,98 However, it has never been proven that peripheral
BDNF concentrations directly reflect or influence the
pathophysiology of depression. A complication in understanding
this is that other tissues than the brain, including immune-, liver-,
smooth muscle- and vascular endothelial cells serve as sources of
BDNF.99,100 The lower peripheral BDNF concentrations in
depression and upregulation of this in the course of
antidepressant treatment therefore may be an epiphenomenon
resulting from an altered BDNF expression (or metabolism) by
these peripheral organs. Therefore, the alternations that we
rapport on do not necessarily indicate that similar alternations
occur at a central level and conclusions with regard to depression
related processes in the brain should not be overbearing.

Strengths and limitations
The work presented herein has an obvious strength that it is based
on a large amount of data (total N¼ 9484), yielding in general
accurate effect-size estimates.87 Another strength is that through
sensitivity- and moderation analyses, we addressed the potential
influence of single studies and sources of heterogeneity.
Notwithstanding this, our work carries limitations that need to
be reflected upon.

Some limitations regard the methods that we used. First, we
relied on funnel plot asymmetry and trim-and-fill estimations to
assess publication bias. These methods are limited in that one
never knows whether asymmetry in a funnel plot is due to
publication bias or to unmeasured differences between studies86

and whether the most extreme effect-sizes are the ones that are
left unpublished.23 Second, in at least some regards the methods
that we used were limited with regard to their ability to detect
associations. The meta-regression analyses, for instance, may have
been underpowered. Besides, P-values were not adjusted for
multiple comparisons. Also methodologically important is that
there may have been noise in our assessment of individual study
quality. The NOS scale that we used to this end, although
recommended by the Cochrane Collaboration,15 is not rigorously
validated and therefore our quality assessments may have been
unreliable.101 Together, this may have limited our ability to detect
true associations or may have led to the detection of associations
that in reality do not exist. Finally, our findings are limited in scope
in that they cannot be directly generalized to other BDNF
parameters such as plasma or whole blood BDNF concentrations
because there is no one-to-one relationship among these
measures.32,59,72

Future work
There are several issues that deserve future research attention.
First, our finding that a greater increase in serum BDNF
concentrations in the course of antidepressant treatment is
associated with greater treatment efficacy may fuel work into
the temporal dynamics between BDNF expression and treatment
efficacy. It would be interesting if future studies could address
early changes in the course of (non-)pharmacological treatment, a

notion for which some evidence exists.102–104 The prediction of
how successful a given treatment will be, based on changes in
serum BDNF concentrations (that is, a treatment biomarker), is a
clinically interesting and relevant topic.88 In our meta-analysis, we
did not have the possibility to address this because most of the
included studies reported on pre- and post BDNF concentrations
only. Another venue for future investigations regards the
distinction between the pro- and the mature BDNF variant. The
ELISA kits that currently are in use to quantify BDNF are not
sensitive enough to make this distinction. Given the proposed
opposing effects of these two BDNF variants (proBDNF is believed
to induce apoptosis)2 it would be interesting to study pro/mature
BDNF ratios and whether these differ among diagnostic groups.
The tools hereto were only recently developed and validated.73,105

With regard to future work on peripheral BDNF concentrations,
we finally wish to note that analyses would gain credibility if they
were controlled for relevant confounding factors and performed
using data (preferably within-subject) on a sufficiently large
sample (NB150, according to our power-analyses).

Concluding remarks
Our meta-analyses (aggregating 179 effect-size estimates;
N¼ 9484) initially yielded support for the claim that alternations
in serum BDNF concentrations are peripheral manifestations of
depression. This is not new. The important contribution of our
work is that we clearly show that between-study heterogeneity,
underpowered designs and publication bias are at play that give
rise to inflated effect-size estimates. Together this suggest that the
evidence base for the claim that altered serum BDNF concentra-
tions are peripheral manifestations of depression is slimmer as
was initially thought and amidst a lot of noise.
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63 Sözeri-Varma G, Enli Y, Toker-Uğurlu T, Alaçam H, Kalkan-Oğuzhanoğlu N.
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67 Birkenhäger TK, Geldermans S, Van den Broek WW, van Beveren N, Fekkes D. Serum
brain-derived neurotrophic factor level in relation to illness severity and episode
duration in patients with major depression. J Psychiatr Res 2012; 46: 285–289.

68 Deuschle M, Gilles M, Scharnholz B, Lederbogen F, Lang U, Hellweg R. Changes
of serum concentrations of brain-derived neurotrophic factor (BDNF) during
treatment with venlafaxine and mirtazapine: role of medication and response to
treatment. Pharmacopsychiatry 2013; 46: 54–58.

69 Harvey BH, Hamer M, Louw R, van der Westhuizen FH, Malan L. Metabolic and
glutathione redox markers associated with brain-derived neurotrophic factor in
depressed African men and women: evidence for counter-regulation. Neu-
ropsychobiol 2012; 67: 33–40.

70 Oral E, Canpolat S, Yildirim S, Gulec M, Aliyev E, Aydin N. et al. Cognitive func-
tions and serum levels of brain-derived neurotrophic factor in patients with
major depressive disorder. Brain Res Bull 2012; 88: 454–459.
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Summary
Background Frontotemporal dementia is a highly heritable neurodegenerative disorder. In about a third of patients, 
the disease is caused by autosomal dominant genetic mutations usually in one of three genes: progranulin (GRN), 
microtubule-associated protein tau (MAPT), or chromosome 9 open reading frame 72 (C9orf72). Findings from 
studies of other genetic dementias have shown neuroimaging and cognitive changes before symptoms onset, and we 
aimed to identify whether such changes could be shown in frontotemporal dementia.

Methods We recruited participants to this multicentre study who either were known carriers of a pathogenic mutation 
in GRN, MAPT, or C9orf72, or were at risk of carrying a mutation because a fi rst-degree relative was a known 
symptomatic carrier. We calculated time to expected onset as the diff erence between age at assessment and mean age 
at onset within the family. Participants underwent a standardised clinical assessment and neuropsychological battery. 
We did MRI and generated cortical and subcortical volumes using a parcellation of the volumetric T1-weighted scan. 
We used linear mixed-eff ects models to examine whether the association of neuropsychology and imaging measures 
with time to expected onset of symptoms diff ered between mutation carriers and non-carriers.

Findings Between Jan 30, 2012, and Sept 15, 2013, we recruited participants from 11 research sites in the UK, Italy, 
the Netherlands, Sweden, and Canada. We analysed data from 220 participants: 118 mutation carriers (40 symptomatic 
and 78 asymptomatic) and 102 non-carriers. For neuropsychology measures, we noted the earliest signifi cant 
diff erences between mutation carriers and non-carriers 5 years before expected onset, when diff erences were 
signifi cant for all measures except for tests of immediate recall and verbal fl uency. We noted the largest Z score 
diff erences between carriers and non-carriers 5 years before expected onset in tests of naming (Boston Naming Test 
–0·7; SE 0·3) and executive function (Trail Making Test Part B, Digit Span backwards, and Digit Symbol Task, all 
–0·5, SE 0·2). For imaging measures, we noted diff erences earliest for the insula (at 10 years before expected 
symptom onset, mean volume as a percentage of total intracranial volume was 0·80% in mutation carriers and 
0·84% in non-carriers; diff erence –0·04, SE 0·02) followed by the temporal lobe (at 10 years before expected 
symptom onset, mean volume as a percentage of total intracranial volume 8·1% in mutation carriers and 8·3% in 
non-carriers; diff erence –0·2, SE 0·1).

Interpretation Structural imaging and cognitive changes can be identifi ed 5–10 years before expected onset of 
symptoms in asymptomatic adults at risk of genetic frontotemporal dementia. These fi ndings could help to defi ne 
biomarkers that can stage presymptomatic disease and track disease progression, which will be important for future 
therapeutic trials.
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Introduction
Frontotemporal dementia is a neurodegenerative disorder 
characterised by focal neuronal loss in the frontal and 
temporal lobes.1 It is a common cause of early-onset 

dementia, but can also present in old age and has an 
estimated prevalence of between 15 and 22 per 100 000 
individuals in the population.2 It presents clinically with 
either behavioural symptoms (behavioural variant 
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frontotemporal dementia) or language disturbance 
(primary progressive aphasia), but patients can also 
develop symptoms of motor neuron disease, progressive 
supranuclear palsy, or corticobasal syndrome.1 It is highly 
heritable, with an autosomal dominant family history 
reported in around a third of people with the disease.3 
Mutations in three genes are proven major causes of 
genetic frontotemporal dementia: microtubule-associated 
protein tau (MAPT), progranulin (GRN), and 
chromosome 9 open reading frame 72 (C9orf72).4 
Frequencies of mutations of these three genes vary by 
geography, but together they account for 10–20% of all 
cases of frontotemporal dementia.4

The study of autosomal dominant frontotemporal 
dementia in its presymptomatic period provides a 
window into the earliest stages of the disease process.5 
Evidence from familial Alzheimer’s disease and 
Huntington’s disease shows that changes in some 
biomarkers occur many years before symptom onset,6–8 
suggesting that the ideal time to treat neurodegenerative 
disease could be before clinical presentation, at a point 
when the minimum of irreversible neuronal loss has 
occurred and cognitive function is still preserved. To 
optimise therapeutic opportunities, biomarkers of 
frontotemporal dementia are therefore needed that 
signify disease onset and can measure changes in disease 
trajectory in the presymptomatic period. Furthermore, 
biomarkers that allow accurate staging of the disease 
process will be important to identify individuals most 
suitable for particular trials, to reduce heterogeneity, and 
increase the statistical power.

Few studies of mutation carriers at risk of fronto-
temporal dementia have been done, and investigators of 
these studies have reported inconsistent fi ndings 
(appendix).9–26 Although fi ndings from some studies have 
shown presymptomatic changes in neuropsychometric 
testing near to disease onset,9,11,15–17,22 others have not 
shown any changes.13,19,21,23–25 Similarly, fi ndings from a 
few case studies9,11,17 and small case series12,13,18 have shown 
evidence of grey matter volume loss before symptoms 
onset with structural MRI, but other studies have 
reported no abnormalities.19–22 In this study, we compared 
clinical, behavioural, and structural imaging measures 
between mutation carriers and non-carriers in a large 
international cohort of families with autosomal dominant 
frontotemporal dementia. Our hypothesis was that we 
would see presymptomatic changes in structural imaging 
measures initially and then behavioural and cognitive 
measures before onset of symptoms.

Methods
Participants
The Genetic Frontotemporal dementia Initiative 
(GENFI) consists of 11 research sites, in the UK, Italy, 
the Netherlands, Sweden, and Canada. We recruited 
participants who were either known carriers of a 
pathogenic mutation in MAPT, GRN, or C9orf72, or at 

risk of carrying a mutation because a fi rst-degree 
relative was a known symptomatic carrier. We 
genotyped all participants at their local site, with a 
pathogenic expansion in C9orf72 being defi ned as the 
presence of greater than 30 repeats. We enrolled 
220 participants between Jan 30, 2012, and Sept 15, 
2013. Local ethics committees at each site approved the 
study and all participants provided written informed 
consent at enrolment.

Procedures
Participants underwent a standardised clinical assessment 
consisting of a medical history, family history, and 
physical examination. We based symptomatic status on 
this assessment, which included a collateral history from 
a family member or close friend. We measured functional 
status using the Frontotemporal Dementia Rating Scale27 
and assessed behavioural symptoms using the Cambridge 
Behavioural Inventory Revised version (CBI-R).28 Patients 
underwent a neuropsychological battery consisting of 
tests from the Uniform Data Set:29 the Logical Memory 
subtest of the Wechsler Memory Scale-Revised with 
Immediate and Delayed Recall scores, Digit Span 
forwards and backwards from the Wechsler Memory 
Scale-Revised, a Digit Symbol Task, Parts A and B of the 
Trail Making Test, the short version of the Boston Naming 
Test, and Category Fluency (animals). We also tested 
Letter Fluency and did the Wechsler Abbreviated Scale of 
Intelligence Block Design task, and the Mini-Mental State 
Examination (MMSE). For each test, apart from the 
MMSE and CBI-R, we calculated Z scores based on 
language-specifi c norms. Most at-risk participants 
(158 [88%] of 180) had not undergone presymptomatic 
genetic testing and were therefore not aware of their 
mutation status, and for these participants the clinicians 
and neuropsychologists who did the assessments were 
masked to mutation status.

We did volumetric T1-weighted MRI on 3T and 1·5T 
scanners at sites where 3T scanning was not available. 
We designed scan protocols at the outset of the study to 
match across scanners as much as possible. For the 
volumetric analysis, we did a cortical parcellation using a 
multiatlas segmentation propagation approach following 
the brainCOLOR protocol,30,31 combining regions of 
interest to calculate grey matter volumes of the entire 
cortex, separated into the frontal, temporal, parietal, 
occipital, cingulate, and insula cortices. We also did a 
subcortical parcellation using the Neuromorphometrics 
protocol32,33 for the hippocampus, amygdala, striatum, 
and thalamus, and a parcellation of the cerebellum using 
the Diedrichsen cerebellar atlas,33,34 producing a measure 
for the entire cerebellum by combining regions of 
interest. We measured whole-brain volumes using a 
semi-automated segmentation method.35 We expressed 
all measures as a percentage of total intracranial volume 
(measured with SPM12 with a combination of grey 
matter, white matter, and CSF segmentations). In view of 
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previous evidence for asymmetrical atrophy in GRN 
mutation carriers compared with MAPT and C9orf72 
carriers,4,5 we also assessed diff erences between left and 
right hemisphere volumes using a laterality index, 
calculated as the absolute diff erence between left and 
right cortical volumes divided by total cortical volume.

Findings from individual case series of individuals 
with dementia with a known genetic cause suggest that 
variability of age at symptom onset exists within families. 
However, authors of a large study of familial Alzheimer’s 
disease36 suggest that a strong relation exists between 
individual age at symptoms onset and both parental age 
at onset and mean age at onset within the family. To our 
knowledge, no similar studies have been done in 
frontotemporal dementia. We therefore did an initial 
analysis on the basis of the symptomatic carriers within 
our cohort, investigating the relation between their age 
at symptoms onset and parental age at onset, their age at 
onset and mean age at onset for other members of the 
same family, and their age at onset and median age at 
onset for other members of the same family (excluding 
the symptomatic individual from mean and median 
calculations). Parental age at onset did not show a 
signifi cant correlation with age at symptoms onset of the 
symptomatic carriers (Pearson correlation coeffi  cient 
0·39; p=0·0685), but we found both mean and median 
ages at onset within the family to be signifi cantly 
correlated with the symptomatic carriers’ age at onset 
(Pearson correlation coeffi  cient 0·53, p=0·0019 for the 
mean and 0·50, p=0·0036 for the median). Furthermore, 
in addition to being correlated with mean age of onset 
within their families, age at symptoms onset of sympto-
matic carriers did not signifi cantly diff er from mean age 
at onset within their families (p=0·3216 Wilcoxon signed 

rank). On the basis of this analysis, we decided to use 
mean familial age at onset to estimate time to expected 
symptom onset—ie, someone aged 50 years old at the 
time of assessment with a mean age at onset of 55 years 
old in their family would be given an expected time from 
symptoms onset of –5 years. Data were available for this 
calculation from one family member in 35 families, 
from two in 15 families, from three in ten families, from 
four in four families, from fi ve in fi ve families, from six 
in two families, and from seven in two families; 12, 16, 
and 30 family members were available in a further 
three families.

Non-carriers 
(n=102)

Mutation carriers 
(n=118)

Male 60 (59%) 57 (48%)

Mutated gene

MAPT 18 (18%) 26 (22%)

GRN 60 (59%) 58 (49%)

C9orf72 24 (24%) 34 (29%)

Clinical status

Asymptomatic 102 (100%) 78 (66%)

Symptomatic 0 40 (34%)

Right-handed 94 (92%) 106 (90%)

Age (years) 49·2 (36·3–61·7) 53·3 (41·4–62·7)

Education (years) 13 (11–16) 13 (10–16)

Years from expected onset

–20 or longer 32 (31%) 21 (18%)

–20 up to –10 18 (18%) 21 (18%)

–10 up to 0 23 (23%) 24 (20%)

0 and beyond expected onset 29 (28%) 52 (44%)

Data are n (%) or median (IQR).

Table 1: Characteristics of study participants

–25 years –20 years –15 years –10 years –5 years 0 years 5 years 10 years

Behavioural 

Cambridge Behavioural Inventory—Revised (/180)

Non-carriers 1·9 4·6 7·6 10·6 13·2 14·9 15·4 14·2

Carriers 0·2 4·3 9·6 16·2 24·0 33·1 43·5 55·1

Diff erence –1·7 –0·3 2·0 5·5 10·8 18·2 28·1 40·9

SE 2·8 2·2 2·7 4·0 4·9 5·3 5·8 8·7

p value 0·5611 0·8867 0·4748 0·1620 0·0269 0·0005 <0·0001 <0·0001

Cognitive

Mini Mental State Examination (/30)

Non-carriers 29·5 29·2 28·9 28·6 28·4 28·3 28·3 28·2

Carriers 30·3 29·6 28·8 28·0 27·1 26·1 25·0 23·9

Diff erence 0·7 0·4 <0·1 –0·6 –1·4 –2·2 –3·2 –4·4

SE 0·3 0·3 0·3 0·4 0·5 0·7 0·9 1·3

p value 0·0221 0·1683 0·9303 0·0922 0·0045 0·0008 0·0006 0·0007

Neuropsychological (Z score)

Logical Memory—Immediate Recall

Non-carriers 0·4 0·2 0·1 <0·1 –0·1 –0·2 –0·3 –0·4

Carriers 0·4 0·3 0·1 –0·1 –0·4 –0·8 –1·3 –1·9

Diff erence <0·1 0·1 <0·1 –0·1 –0·3 –0·6 –1·0 –1·5

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·8948 0·7183 0·8779 0·6136 0·0863 0·0005 <0·0001 <0·0001

Logical Memory—Delayed Recall

Non-carriers 0·3 0·2 0·1 <0·1 –0·1 –0·2 –0·3 –0·5

Carriers 0·2 0·2 <0·1 –0·2 –0·5 –0·9 –1·3 –1·8

Diff erence –0·1 –0·1 –0·1 –0·3 –0·4 –0·7 –1·0 –1·4

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·6463 0·6767 0·4849 0·1696 0·0105 <0·0001 <0·0001 <0·0001

Digit Span forwards

Non-carriers 0·1 0·1 0·1 <0·1 <0·1 –0·1 –0·1 –0·2

Carriers 0·5 0·3 0·1 –0·2 –0·4 –0·7 –1·0 –1·3

Diff erence 0·3 0·2 <0·1 –0·2 –0·4 –0·7 –0·9 –1·1

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·1479 0·4366 0·9235 0·2847 0·0253 0·0005 0·0001 0·0003

Digit Span backwards

Non-carriers 0·1 0·1 <0·1 <0·1 –0·1 –0·1 –0·2 –0·2

Carriers 0·1 <0·1 –0·2 –0·4 –0·6 –0·8 –1·1 –1·4

Diff erence –0·1 –0·1 –0·2 –0·3 –0·5 –0·7 –0·9 –1·2

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·8098 0·5866 0·3136 0·0933 0·0079 0·0001 <0·0001 0·0001

(Table 2 continues on next page)
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Statistical analysis
We used linear mixed-eff ects models to examine whether 
diff erences existed between non-carriers and mutation 
carriers in the association between each clinical, 
behavioural, or structural imaging measure and the time 
to expected onset of symptoms (we combined all genes 

because of low numbers in each individual genetic 
group). This modelling framework allows estimation of 
fi xed and random eff ects of predictor variables, including 
the intercept. Fixed eff ects represent non-random 
sources of variation, where the predictor variable has the 
same relation with the outcome in all observations. 
Random eff ects estimate the variance in the eff ect of a 
predictor between diff erent clusters in the data and this 
estimation allows for correlation in the outcome between 
members of the same cluster.37,38

For analysis of each measure, a random intercept for 
family allowed values of the marker to be correlated 
between family members. The fi xed eff ect predictor 
variables of interest were mutation carrier status, time to 
expected onset, and terms for the interaction between 
mutation carrier status and time to expected onset. We 
expected a non-linear change in each measure over time, 
so models also included a quadratic term for time to 
expected onset and the interaction between this term and 
mutation carrier status. We included a more complex 
cubic relation association between the measure and time 
to expected onset only when signifi cant (p<0·05) 
evidence existed that addition of a cubic term and the 
interaction between the cubic term and mutation carrier 
status improved model fi t. An example of the mixed 
eff ect model is given in the appendix for analysis of 
whole-brain volume to show the modelling framework 
that we used for analysis.

We also did exploratory analyses to assess whether 
diff erences between non-carriers and MAPT, GRN, and 
C9orf72 mutation carriers existed in the association 
between values of each measure and time to expected 
onset of symptoms. Because of the small number of 
participants in each gene group, we considered only 
linear changes in markers over time in this analysis.

We did a Wald test for each model to assess whether 
the mean value of the measure diff ered between 
mutation carriers and non-carriers. We predicted 
average values from the mixed eff ects model for each 
group and diff erences between mutation carriers and 
non-carriers every 5 years between 25 years before 
expected onset and 10 years after expected onset. All 
analyses were adjusted for study site and sex. Model 
diagnostics for both MMSE and CBI-R suggested non-
constant variance, so we used robust standard errors for 
these analyses.

In addition to the prespecifi ed analysis of markers of 
disease progression, we did a post-hoc analysis to 
examine whether diff erences existed between non-
carriers and MAPT, GRN, and C9orf72 mutation carriers 
in the association between laterality of brain volume and 
time to expected onset of symptoms. Because of strong 
skew in laterality, we used a log transformation for this 
analysis, and results are presented as ratios of laterality 
between mutation carriers and non-carriers for ease of 
interpretation. We did all analyses with STATA (version 
12.1 or later).

–25 years –20 years –15 years –10 years –5 years 0 years 5 years 10 years

(Continued from previous page)

Digit Symbol Task

Non-carriers 0·8 0·7 0·5 0·3 0·1 –0·2 –0·4 –0·7

Carriers 0·8 0·6 0·3 <0·1 –0·4 –0·9 –1·4 –1·9

Diff erence <0·1 –0·2 –0·2 –0·3 –0·5 –0·7 –0·9 –1·2

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·9036 0·7223 0·3033 0·0549 0·0017 <0·0001 <0·0001 <0·0001

Trail Making Test Part A

Non-carriers 0·4 0·3 0·2 <0·1 –0·2 –0·4 –0·6 –0·8

Carriers 0·6 0·4 0·1 –0·2 –0·6 –1·0 –1·5 –2·0

Diff erence 0·2 0·1 –0·1 –0·2 –0·4 –0·6 –0·9 –1·2

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·4662 0·7470 0·7716 0·2832 0·0355 0·0012 0·0002 0·0006

Trail Making Test Part B

Non-carriers 0·6 0·4 0·3 0·2 <0·1 –0·2 –0·3 –0·5

Carriers 0·9 0·7 0·4 <0·1 –0·5 –1·0 –1·7 –2·5

Diff erence 0·3 0·2 0·1 –0·2 –0·5 –0·9 –1·4 –1·9

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·1730 0·2639 0·7317 0·3799 0·0072 <0·0001 <0·0001 <0·0001

Letter Fluency

Non-carriers 0·1 –0·1 –0·2 –0·3 –0·4 –0·5 –0·6 –0·6

Carriers 0·2 0·2 <0·1 –0·3 –0·6 –1·1 –1·7 –2·4

Diff erence 0·1 0·2 0·2 0·1 –0·2 –0·6 –1·1 –1·8

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·6629 0·3280 0·3592 0·7952 0·2746 0·0015 <0·0001 <0·0001

Category Fluency

Non-carriers 0·5 0·4 0·2 0·1 –0·1 –0·3 –0·4 –0·6

Carriers 0·6 0·5 0·3 <0·1 –0·4 –0·8 –1·3 –2·0

Diff erence 0·1 0·1 0·1 –0·1 –0·3 –0·5 –0·9 –1·4

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·6632 0·4945 0·6544 0·7932 0·1226 0·0007 <0·0001 <0·0001

Boston Naming Test

Non-carriers <0·1 –0·1 –0·2 –0·3 –0·3 –0·3 –0·3 –0·3

Carriers 0·4 0·2 –0·2 –0·6 –1·0 –1·6 –2·2 –2·9

Diff erence 0·4 0·3 0·1 –0·3 –0·7 –1·2 –1·9 –2·6

SE 0·3 0·3 0·3 0·3 0·3 0·2 0·3 0·4

p value 0·1763 0·2871 0·7965 0·3202 0·0047 <0·0001 <0·0001 <0·0001

Block Design

Non-carriers 0·4 0·3 0·2 <0·1 –0·2 –0·3 –0·5 –0·7

Carriers 0·7 0·5 0·2 –0·1 –0·5 –1·0 –1·4 –2·0

Diff erence 0·3 0·2 <0·1 –0·2 –0·4 –0·6 –0·9 –1·3

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·2220 0·3911 0·8839 0·4029 0·0284 0·0001 <0·0001 <0·0001

Diff erences calculated from unrounded values.

Table 2: Behavioural and neuropsychological estimates in mutation carriers and non-carriers, by 
estimated time from expected symptoms onset
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Role of the funding source
The funders of the study had no role in study design, 
data collection, data analysis, data interpretation, or 
writing of the report. All authors had full access to all the 
data in the study except for the results of genetic mutation 
screening in presymptomatic participants. Only JMN 
and DMC had access to all of the genetic results to avoid 
risk of disclosure of genetic status to at-risk participants 
who were unaware of whether they carried a mutation. 
All authors had fi nal responsibility for the decision to 
submit for publication.

Results
We analysed data from 220 participants, consisting of 
118 mutation carriers and 102 non-carriers (table 1). Of 
the 118 mutation carriers, 40 were symptomatic (11 with 
MAPT, 13 with GRN, and 16 with C9orf72 mutations) and 
78 were asymptomatic (15 with MAPT, 45 with GRN, and 
18 with C9orf72 mutations). Of the 102 non-carriers, 
18 were from families with MAPT mutations, 60 were 
from families with GRN mutations, and 24 were from 
families with C9orf72 mutations.

Participants came from 76 families (17 with MAPT, 
32 with GRN, and 27 with C9orf72 mutations), with the 
mean age at symptom onset across all individuals being 
56·9 (SD 8·4) years. Mean age at symptom onset was 
49·5 (5·6) years in the MAPT families, 57·8 (8·7) years in 
the GRN families, and 60·6 (6·7) years in the C9orf72 
families (appendix). We noted ten diff erent MAPT 
mutations in the 17 families: Pro301Leu, intronic 10+16, 
Gly272Val, Val363Ile, Arg406Trp, Val337Met, Ser320Phe, 
Pro301Ser, Leu315Arg, and Gln351Arg (in order of 
number of participants in study). We found 13 diff erent 
GRN mutations in the 32 families: Ser82fs, Thr272fs, 
Gln125X, Gln249X, Arg493X, Gln130fs, Cys416fs, Val411fs, 
Trp386X, Gly35fs, Cys31fs, Cys474fs, and Asp22fs.

In the symptomatic cohort, most participants had a 
diagnosis of behavioural variant frontotemporal dem-
entia (meeting the Rascovsky diagnostic criteria),39 except 
for six participants with GRN mutations who had 
diagnoses of the non-fl uent variant of primary 
progressive aphasia (Gorno-Tempini diagnostic criteria)40 
and four participants with C9orf72 mutations (one with 
the non-fl uent variant of primary progressive aphasia, 
two with frontotemporal dementia with motor neuron 
disease, and one with a dementia syndrome not otherwise 
specifi ed). Functionally, one participant (with a MAPT 
mutation) in the symptomatic cohort was very mildly 
aff ected (according to the Frontotemporal Dementia 
Rating Scale), three (one GRN and two C9orf72) were 
mildly aff ected, 16 (four MAPT, fi ve GRN, and seven 
C9orf72) were moderately aff ected, 13 (four MAPT, four 
GRN, and fi ve C9orf72) were severely aff ected, and seven 
(two MAPT, three GRN, and two C9orf72) were very 
severely aff ected.

MMSE, CBI-R, and all neuropsychology measures 
showed signifi cant mean diff erences between mutation 

–25 years –20 years –15 years –10 years –5 years 0 years 5 years 10 years

Whole-brain volume (% of TIV)

Whole brain

Non-carriers 86·1% 84·8% 83·7% 82·6% 81·6% 80·7% 79·8% 79·0%

Carriers 87·0% 85·7% 84·0% 82·1% 79·8% 77·2% 74·3% 71·1%

Diff erence 0·9% 0·8% 0·3% –0·5% –1·8% –3·5% –5·5% –8·0%

SE 0·9 0·8 0·8 0·8 0·7 0·7 0·9 1·2

p value 0·3184 0·3198 0·6738 0·5004 0·0157 <0·0001 <0·0001 <0·0001

Cortical volume (% of TIV)

Frontal lobe

Non-carriers 12·9% 12·7% 12·4% 12·2% 12·0% 11·8% 11·7% 11·5%

Carriers 13·1% 12·8% 12·4% 12·0% 11·5% 11·1% 10·5% 10·0%

Diff erence 0·2% 0·1% <0·1% –0·2% –0·5% –0·8% –1·1% –1·5%

SE 0·2 0·2 0·2 0·2 0·2 0·2 0·2 0·3

p value 0·3208 0·5261 0·8689 0·1766 0·0023 <0·0001 <0·0001 <0·0001

Temporal lobe

Non-carriers 8·8% 8·6% 8·5% 8·3% 8·2% 8·1% 8·0% 7·9%

Carriers 8·7% 8·6% 8·4% 8·1% 7·9% 7·6% 7·3% 6·9%

Diff erence <0·1% <0·1% –0·1% –0·2% –0·3% –0·5% –0·7% 1·0%

SE 0·1 0·1 0·1 0·1 0·1 0·1 0·1 0·2

p value 0·8944 0·7049 0·3287 0·0483 0·0005 <0·0001 <0·0001 <0·0001

Parietal lobe

Non-carriers 7·1% 7·0% 6·8% 6·7% 6·6% 6·4% 6·4% 6·3%

Carriers 7·0% 6·9% 6·7% 6·6% 6·4% 6·2% 5·9% 5·6%

Diff erence –0·1% –0·1% –0·1% –0·1% –0·2% –0·3% –0·5% –0·6%

SE 0·1 0·1 0·1 0·1 0·1 0·1 0·1 0·2

p value 0·2818 0·4546 0·4800 0·2820 0·0510 0·0010 <0·0001 <0·0001

Occipital lobe

Non-carriers 5·6% 5·6% 5·5% 5·4% 5·4% 5·3% 5·2% 5·1%

Carriers 5·6% 5·5% 5·5% 5·4% 5·3% 5·2% 5·0% 4·9%

Diff erence –0·1% –0·1% <0·1% –0·1% –0·1% –0·1% –0·2% –0·3%

SE 0·1 0·1 0·1 0·1 0·1 0·1 0·1 0·1

p value 0·4022 0·5072 0·5377 0·4311 0·2181 0·0554 0·0166 0·0175

Insula

Non-carriers 0·86% 0·85% 0·85% 0·84% 0·83% 0·82% 0·80% 0·79%

Carriers 0·85% 0·84% 0·82% 0·80% 0·77% 0·74% 0·71% 0·67%

Diff erence –0·01% –0·02% –0·03% –0·04% –0·05% –0·07% –0·10% –0·12%

SE 0·02 0·02 0·02 0·02 0·02 0·01 0·02 0·02

p value 0·5379 0·2992 0·1028 0·0131 0·0002 <0·0001 <0·0001 <0·0001

Cingulate

Non-carriers 1·95% 1·91% 1·89% 1·86% 1·84% 1·82% 1·81% 1·79%

Carriers 1·98% 1·95% 1·91% 1·86% 1·80% 1·74% 1·67% 1·59%

Diff erence 0·04% 0·03% 0·02% <0·01% –0·04% –0·08% –0·14% –0·20%

SE 0·04 0·03 0·03 0·03 0·03 0·03 0·03 0·05

p value 0·3386 0·3246 0·5478 0·8934 0·1935 0·0036 <0·0001 <0·0001

Subcortical volume (% of TIV)

Hippocampus

Non-carriers 0·70% 0·69% 0·68% 0·68% 0·67% 0·66% 0·65% 0·64%

Carriers 0·69% 0·69% 0·68% 0·66% 0·64% 0·62% 0·59% 0·55%

Diff erence –0·01% –0·01% –0·01% –0·01% –0·02% –0·04% –0·06% –0·09%

SE 0·01 0·01 0·01 0·01 0·01 0·01 0·01 0·02

p value 0·4421 0·6667 0·6464 0·3408 0·0441 0·0003 <0·0001 <0·0001

(Table 3 continues on next page)
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carriers as a whole group and non-carriers (p≤0·0028 for 
all markers). MMSE, CBI-R, and all neuropsychology 
measures except the Logical Memory Immediate Recall 
and verbal fl uency tasks showed signifi cant mean 
diff erences between mutation carriers as a whole group 
and non-carriers 5 years before expected onset 
(table 2 and appendix). We noted no signifi cant diff erences 
at timepoints earlier than 5 years before expected onset. 
The earliest point at which the Logical Memory 
Immediate Recall and verbal fl uency tasks showed 
diff erences between mutation carriers and non-carriers 
was at the time of expected onset. In the exploratory 
analysis of individual genetic groups, the behavioural and 
neuropsychological tests that showed diff erences between 
mutation carriers and non-carriers at the earliest times 
before expected onset were diff erent in each genetic 
group: the Boston Naming Test and the CBI-R for the 
MAPT group, the Digit Span backwards for the GRN 
group, and the CBI-R in the C9orf72 group (appendix).

We did volumetric T1-weighted MRI in 
212 participants (eight were unable to have a scan 
because of either contraindications to MRI scanning or 
claustrophobia). A further ten scans did not pass an 

initial quality control process, usually owing to 
excessive motion during the scan. We therefore used 
202 scans for analysis (175 from 3T scanners 
[55 Siemens, 99 Philips, and 21 General Electric 
scanners] and 27 from 1·5T scanners [19 Siemens and 
8 General Electric scanners]). 93 scans were from non-
carriers and 109 from mutation carriers (24 MAPT, 52 
GRN, and 33 C9orf72). Whole-brain volume showed a 
signifi cant diff erence between mutation carriers as a 
whole group and non-carriers (p<0·0001), with strong 
evidence for a diff erence in all cortical and subcortical 
volumes (p≤0·0030), except for the occipital lobe, 
which was not signifi cant (p=0·0598). The cerebellum 
had a less signifi cant diff erence than the cortical and 
subcortical volumes (p=0·0211). We noted diff erences 
in group means between mutation carriers and non-
carriers at the earliest timepoint for the insula (10 years 
before expected symptom onset) followed by the 
temporal lobe (also 10 years before expected symptom 
onset, but with a less signifi cant diff erence; table 3 and 
fi gure). We noted diff erences in the frontal lobe, all 
subcortical volumes, and whole-brain volume between 
carriers and non-carriers at 5 years before expected 
onset, whereas we noted diff erences in the parietal 
lobe and cingulate only just before expected time of 
onset (table 3, fi gure, and appendix). Although we 
noted only weak evidence for a diff erence between 
mutation carriers and non-carriers, the results suggest 
that signifi cant diff erences might exist in the occipital 
lobe at 5 years after symptoms onset and in the 
cerebellum at 10 years after symptoms onset. 

When we analysed the individual genetic groups 
separately, we noted a diff erent ordering of cortical and 
subcortical involvement in each group (appendix): in the 
MAPT group, we noted diff erences between mutation 
carriers and non-carriers in the hippocampus and amygdala 
at 15 years before expected onset, followed by the temporal 
lobe at 10 years before expected onset, and the insula at 
5 years before expected onset; in the GRN group, we noted 
diff erences between carriers and non-carriers in the insula 
at 15 years before expected onset, then in the temporal and 
parietal lobes at 10 years before expected onset, with the 
earliest subcortical area aff ected being the striatum at 5 years 
before expected onset; and in the C9orf72 group, subcortical 
areas including the thalamus, the insula, and posterior 
cortical areas diff ered between carriers and controls at 
25 years before expected onset, followed by the frontal and 
temporal lobes at 20 years before expected onset. We noted 
signifi cant diff erences in the cerebellum presymptomatically 
in the C9orf72 group at 10 years before expected onset. 
Examination of the laterality index showed evidence for 
asymmetry between left and right cortical volumes in the 
GRN mutation carriers (p=0·0001 vs non-carriers), but not 
in the MAPT carriers (p=0·3283 vs non-carriers) or C9orf72 
carriers (p=0·2018 vs non-carriers). GRN mutation carriers 
showed signifi cantly greater asymmetry than non-carriers at 
5 years before expected onset (appendix). 

–25 years –20 years –15 years –10 years –5 years 0 years 5 years 10 years

(Continued from previous page)

Amygdala

Non-carriers 0·14% 0·14% 0·14% 0·14% 0·14% 0·14% 0·14% 0·14%

Carriers 0·14% 0·14% 0·14% 0·14% 0·13% 0·13% 0·12% 0·12%

Diff erence <0·01% <0·01% <0·01% <0·01% –0·01% –0·01% –0·01% –0·02%

SE 0·003 0·003 0·003 0·003 0·003 0·003 0·003 0·005

p value 0·7016 0·7182 0·5451 0·2397 0·0302 0·0005 <0·0001 <0·0001

Striatum

Non-carriers 1·28% 1·26% 1·25% 1·24% 1·23% 1·23% 1·22% 1·22%

Carriers 1·29% 1·26% 1·23% 1·21% 1·18% 1·16% 1·13% 1·11%

Diff erence 0·01% <0·01% –0·01% –0·03% –0·05% –0·07% –0·09% –0·11%

SE 0·03 0·02 0·02 0·02 0·02 0·02 0·02 0·03

p value 0·6840 0·9889 0·5552 0·1928 0·0255 0·0010 0·0002 0·0008

Thalamus

Non-carriers 0·95% 0·93% 0·92% 0·90% 0·89% 0·88% 0·87% 0·85%

Carriers 0·94% 0·92% 0·91% 0·89% 0·86% 0·83% 0·80% 0·76%

Diff erence –0·02% –0·01% –0·01% –0·02% –0·03% –0·04% –0·07% –0·09%

SE 0·02 0·02 0·02 0·01 0·01 0·01 0·02 0·02

p value 0·3630 0·4977 0·4688 0·2472 0·0385 0·0007 <0·0001 <0·0001

Cerebellar volume (% of TIV)

Cerebellar

Non-carriers 7·6% 7·5% 7·4% 7·3% 7·2% 7·1% 7·1% 7·0%

Carriers 7·6% 7·6% 7·5% 7·4% 7·3% 7·1% 6·9% 6·6%

Diff erence 0·1% 0·1% 0·2% 0·1% 0·1% <0·1% –0·2% –0·4%

SE 0·1 0·1 0·1 0·1 0·1 0·1 0·1 0·1

p value 0·5840 0·1865 0·1070 0·1478 0·4216 0·6560 0·0604 0·0071

Diff erences calculated from unrounded values. TIV=total intracranial volume. 

 Table 3: Imaging estimates in mutation carriers and non-carriers, by estimated time from expected 
symptoms onset
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Discussion
We have shown that imaging changes can be identifi ed at 
least 10 years before expected onset of symptoms in 
genetic frontotemporal dementia. Structural neuro-
imaging identifi es a sequence of change in atrophy 
through cortical and subcortical regions, with the insular 
and temporal cortices aff ected initially (around 10 years 
before expected symptoms onset), followed by the frontal 
cortex and subcortical areas (around 5 years before 
expected onset), parietal and cingulate cortices (around 
time of expected onset), and, lastly, the occipital cortex 
(5 years after expected onset) and cerebellum (10 years 
after expected onset). We noted that neuropsychological 
measures were fi rst diff erent between carriers and non-
carriers later than initial imaging measures, up to 5 years 
before expected symptoms onset. These fi ndings suggest 
that the disease process signifi cantly precedes onset of 
symptoms in genetic frontotemporal dementia. Whereas 
previous studies have shown inconsistent fi ndings 
(panel), the value of investigation of a large cohort of 
presymptomatic participants is confi rmed in this study, 
consistent with similar approaches previously done in 
patients with familial Alzheimer’s disease8 and patients 
with Huntington’s disease.7

The fi ndings from this study are consistent with our 
understanding of the earliest structural changes in 
frontotemporal dementia. The insula is thought to act as 
a crucial hub in many key networks that become aff ected 
(particularly the so-called salience network connecting 
the insula, frontal lobe, and anterior cingulate, and 
frontoparietal networks).25,41,42 Here, we noted that the 
insula was the fi rst cortical area to show evidence of 
atrophy in the mutation group as a whole, and was one of 
the earliest areas aff ected in the analyses of each 
individual genetic group, suggesting that it might be an 
early focus of pathology followed by connectivity-based 
spread of disease.

Our primary analysis focused on genetic fronto temporal 
dementia as a single group. The rationale for this decision 
lies in the shared clinical features and overlapping disease 
mechanisms seen in genetic frontotemporal dementia. 
However, diff erences have been shown between genetic 
subgroups in previous neuroimaging studies,43,44 and 
signatures of network disintegration with particular 
genetic proteinopathies are predicted on both empirical 
and theoretical grounds.45 Our exploratory analyses are 
consistent with and extend this previous work. In the 
MAPT group, temporal lobe and medial temporal 
structures (the hippocampus and amygdala) were aff ected 
initially, consistent with previous fi ndings suggesting that 
the disease is a temporal-predominant disorder.18,43,46 
However, this study shows that signifi cant changes can be 
seen in these areas much earlier than previously 
suggested. In the GRN group, the insula was the fi rst area 
aff ected (around 15 years before expected onset), followed 
by the temporal and parietal lobes. Consistent with 
previous neuroimaging studies of symptomatic carriers 

showing early temporal and parietal involvement in 
patients with GRN mutations,11,43,46 fi ndings from this 
study identify the insula as the key region aff ected 
signifi cantly earlier than other areas. Distinct from the 
other groups, the earliest subcortical involvement in the 
GRN group was in the striatum (around 5 years before 
expected onset), an area known to be involved in 
symptomatic GRN mutation cases, but not previously 
shown presymptomatically.47 In the C9orf72 group, the 
thalamus and more posterior cortical areas were aff ected 
early. No previous presymptomatic studies of this group 
have been done, but previous imaging analyses of 
symptomatic carriers suggest that the thalamus is a key 
area aff ected in people with C9orf72 expansions and that 
posterior areas are more involved than in the other two 
genetic groups.43,44 Similarly, the cerebellum has been 
identifi ed as an area aff ected in symptomatic C9orf72 
expansion carriers, and here we show evidence for 
presymptomatic involvement. The exploratory analysis 
suggested very early detectable structural imaging 
changes, particularly in the C9orf72 group, more than 
20 years before expected symptoms onset. The timing of 

Figure: Standardised diff erence between all mutation carriers and non-carriers in cortical grey matter 
volumetric imaging measures versus estimated years from expected symptoms onset
Individual datapoints not plotted to prevent disclosure of genetic status. The time at which the upper 95% CI for 
each curve crosses zero on the y-axis (ie, the point at which a signifi cant diff erence exists between mutation 
carriers and non-carriers) is shown on the x-axis. Individual curves with 95% CIs are shown in the appendix. 
Subcortical and cerebellar volumes are also shown in the appendix.
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presymptomatic involvement before expected symptoms 
onset might, to some extent, result from limitations of the 
simple linear association used in modelling, but this 
intriguing fi nding needs further investigation and could 
be consistent with the very slow progressive change in 
symptoms seen in some patients with C9orf72-related 
frontotemporal dementia.48–50 Another possibility is that 
some of the very early diff erences between mutation 
carriers and non-carriers in the C9orf72 group represent 
diff erences in brain volume that are, in fact, developmental 
and longstanding, with superimposed atrophy only late in 
the disease process.

A key strength of this study is its ability to show robust 
presymptomatic diff erences in clinical and imaging 
biomarkers in genetic frontotemporal dementia. 
However, we analysed only cross-sectional diff erences 
between carriers and controls at diff erent times from  
expected symptoms onset. Whether the apparent 
progression of atrophy through a sequence of cortical 
and subcortical regions is followed within individuals 
remains to be shown in a longitudinal study. A further 

limitation of the study is the method used for estimation 
of age at onset in presymptomatic mutation carriers. 
Despite our initial analysis showing a signifi cant 
correlation between actual age at onset in symptomatic 
carriers and mean familial age at onset, this measure is 
imperfect, with variability in age at onset within a family 
in all frontotemporal dementia mutations. This 
variability is greater for C9orf72 and GRN mutations 
than for MAPT mutations, which could lead to greater 
error in estimated time to onset in these subtypes than 
in the MAPT subtype (and could therefore suggest that 
changes can be seen earlier than actually occur). Another 
limitation of the study is its ability to detect subtle 
neuropsychiatric or neuropsychological abnormalities. 
The behavioural and cognitive battery used in the study 
includes a series of standard validated tests, but these 
tests might not have suffi  cient sensitivity for diagnosis 
of subtle cognitive or neuropsychiatric dysfunction 
identifi ed with experimental tests.

In further studies, imaging, genetic, biochemical, and 
cognitive measures might be able to be combined to 
identify changes even earlier than noted here. Findings 
from initial studies19–25 suggest that presymptomatic 
diff erences between carriers and non-carriers of 
mutations associated with frontotemporal dementia 
might be seen with other imaging methods, such as 
diff usion tensor imaging and resting-state functional 
MRI. Findings from presymptomatic studies of 
Alzheimer’s disease8 also suggest earlier changes in ¹¹C 
Pittsburgh compound B PET and CSF measures than 
diff usion tensor imaging and resting-state functional 
MRI. Although no fl uid biomarkers have been identifi ed 
for frontotemporal dementia, tau PET scanning is now 
available51 and will be important to examine`` in this 
cohort as the GENFI study progresses. Our fi ndings 
suggest that some readily measurable markers can show 
rates of decline before symptom onset in frontotemporal 
dementia; if confi rmed in the longitudinal stages of the 
GENFI study, these measures could be suitable for use in 
clinical trials and, we hope, contribute to development of 
preventive strategies.
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Panel: Research in context

Systematic review
We searched PubMed for articles on presymptomatic studies in genetic frontotemporal 
dementia up to Nov 16, 2014, using the following terms: “frontotemporal dementia AND 
genetics” and “frontotemporal dementia AND presymptomatic”. We identifi ed one 
review article of presymptomatic studies in genetic frontotemporal dementia,5 and 18 
original research studies that had investigated neuropsychology or neuroimaging, or 
both, in presymptomatic genetic frontotemporal dementia (appendix)9–21 A few case 
studies9,11,16,17 and two other studies15,22 have shown evidence of presymptomatic 
abnormalities on neuropsychometry in asymptomatic mutation carriers, usually with 
tests of executive dysfunction. However, fi ndings from some other studies have not 
shown any abnormalities before onset.13,19,21,23–25 In two single case studies9,11 and two small 
case series12,13 of presymptomatic GRN mutation carriers, focal brain atrophy has been 
shown a few years before symptoms onset using volumetric T1 MRI, with the prefrontal 
cortex being predominantly involved, often in an asymmetric pattern. MAPT carriers have 
been studied less than GRN carriers, with a single case study17 and a small case series18 
showing presymptomatic atrophy, with hippocampal involvement predominating. We 
identifi ed no presymptomatic studies of C9orf72 mutation carriers. Some studies have 
focused on other types of MRI in GRN and MAPT carriers, particularly diff usion tensor 
imaging and resting-state functional MRI;19–26 however, Borroni and colleagues,19,21 
Whitwell and colleagues,20 and Dopper and colleagues22 also did voxel-based 
morphometry analyses using volumetric T1 imaging in their studies and did not fi nd any 
diff erences between asymptomatic carriers and controls.

Interpretation
This work is the fi rst multicentre study of presymptomatic genetic frontotemporal 
dementia and identifi es structural imaging changes around 10 years before expected 
onset, and cognitive impairment around 5 years before expected onset, when the genetic 
group is investigated as a whole. Exploratory analyses suggest that diff erent cortical and 
subcortical areas are aff ected earliest in each of the MAPT, GRN, and C9orf72 groups, and 
that structural imaging changes can be seen 15 years or more before symptoms onset. 
Our results provide an insight into the early neuroanatomical changes in genetic 
frontotemporal dementia and suggest the potential for use of structural imaging 
measures as biomarkers in future therapeutic trials.
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BACKGROUND
The treatment of persistent symptoms attributed to Lyme disease remains controversial. 
We assessed whether longer-term antibiotic treatment of persistent symptoms attributed 
to Lyme disease leads to better outcomes than does shorter-term treatment.
METHODS
In a randomized, double-blind, placebo-controlled trial conducted in Europe, we as-
signed patients with persistent symptoms attributed to Lyme disease — either related 
temporally to proven Lyme disease or accompanied by a positive IgG or IgM immunob-
lot assay for Borrelia burgdorferi — to receive a 12-week oral course of doxycycline, 
clarithromycin plus hydroxychloroquine, or placebo. All study groups received open-
label intravenous ceftriaxone for 2 weeks before initiating the randomized regimen. 
The primary outcome measure was health-related quality of life, as assessed by the 
physical-component summary score of the RAND-36 Health Status Inventory 
(RAND SF-36) (range, 15 to 61, with higher scores indicating better quality of life), at 
the end of the treatment period at week 14, after the 2-week course of ceftriaxone and 
the 12-week course of the randomized study drug or placebo had been completed.
RESULTS
Of the 281 patients who underwent randomization, 280 were included in the modified 
intention-to-treat analysis (86 patients in the doxycycline group, 96 in the clarithro-
mycin–hydroxychloroquine group, and 98 in the placebo group). The SF-36 physical-
component summary score did not differ significantly among the three study groups 
at the end of the treatment period, with mean scores of 35.0 (95% confidence interval 
[CI], 33.5 to 36.5) in the doxycycline group, 35.6 (95% CI, 34.2 to 37.1) in the clarithro-
mycin–hydroxychloroquine group, and 34.8 (95% CI, 33.4 to 36.2) in the placebo group 
(P = 0.69; a difference of 0.2 [95% CI, –2.4 to 2.8] in the doxycycline group vs. the 
placebo group and a difference of 0.9 [95% CI, –1.6 to 3.3] in the clarithromycin–
hydroxychloroquine group vs. the placebo group); the score also did not differ sig-
nificantly among the groups at subsequent study visits (P = 0.35). In all study groups, 
the SF-36 physical-component summary score increased significantly from baseline to 
the end of the treatment period (P<0.001). The rates of adverse events were similar 
among the study groups. Four serious adverse events thought to be related to drug use 
occurred during the 2-week open-label ceftriaxone phase, and no serious drug-related 
adverse event occurred during the 12-week randomized phase.
CONCLUSIONS
In patients with persistent symptoms attributed to Lyme disease, longer-term antibiotic 
treatment did not have additional beneficial effects on health-related quality of life beyond 
those with shorter-term treatment. (Funded by the Netherlands Organization for Health 
Research and Development ZonMw; PLEASE ClinicalTrials.gov number, NCT01207739.)
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Patients with Lyme disease, which is 
caused by the Borrelia burgdorferi sensu lato 
complex (including B. afzelii and B. garinii in 

Europe), often report persistent symptoms.1 These 
symptoms are also referred to as the post–Lyme 
disease syndrome or chronic Lyme disease and 
may occur after resolution of an erythema mi-
grans rash or after other — possibly unnoticed 
— manifestations of early Lyme disease, regard-
less of whether a patient received initial appropri-
ate antibiotic treatment. Patients present mainly 
with pain, fatigue, and neurologic or cognitive 
disturbances.2,3

Previous randomized, clinical trials have not 
shown convincingly that prolonged antibiotic 
treatment has beneficial effects in patients with 
persistent symptoms attributed to Lyme dis-
ease.4-6 Nonetheless, the debate about this issue 
has continued.7 Although most guidelines do not 
recommend antimicrobial therapy for longer than 
2 to 4 weeks,8,9 other guidelines recommend 
prolonged antibiotic therapy.10 We performed a 
randomized, double-blind, clinical trial (Persis-
tent Lyme Empiric Antibiotic Study Europe 
[PLEASE]) that included three study groups to 
compare shorter-term treatment (ceftriaxone fol-
lowed by placebo [placebo group]) with longer-
term treatment (ceftriaxone followed by doxycy-
cline [doxycycline group] or ceftriaxone followed 
by the combination of clarithromycin and hy-
droxychloroquine [clarithromycin–hydroxychlo-
roquine group]).

Me thods

Study Oversight

The trial was approved by the medical ethics 
review committee Commissie Mensgebonden 
Onderzoek regio Arnhem–Nijmegen. The study 
was conducted in accordance with the principles 
of the most recent version of the Declaration of 
Helsinki and the International Conference on 
Harmonisation guidelines on Good Clinical 
Practice. Written informed consent was provided 
by all the participants. All the authors take re-
sponsibility for the accuracy and completeness 
of the reported data and vouch for the fidelity of 
the trial to the protocol (available with the full 
text of this article at NEJM.org) and statistical 
analysis plan (which is included in the protocol). 
Details of the protocol and study design have 
been published previously.11 The trial was per-

formed at two sites in the Netherlands (Radboud 
University Medical Center and Sint Maartenskli-
niek) and was overseen by an independent exter-
nal data and safety monitoring board.

Study Population

Patients were recruited from October 2010 through 
June 2013. Eligibility was assessed according to 
previously described inclusion and exclusion crite-
ria (Table S1 in the Supplementary Appendix, 
available at NEJM.org).11 In short, patients with 
persistent symptoms attributed to Lyme disease 
(musculoskeletal pain, arthritis, arthralgia, neu-
ralgia, sensory disturbances, dysesthesia, neuro-
psychological disorders, or cognitive disorders, 
with or without persistent fatigue) were eligible if 
these symptoms either were temporally related 
to an erythema migrans rash or an otherwise 
proven case of symptomatic Lyme disease or 
were accompanied by B. burgdorferi IgG or IgM 
antibodies, as confirmed by means of immu-
noblot assay.

Randomization and Blinding

Patients were randomly assigned to one of three 
groups in a 1:1:1 ratio. Randomization was com-
puterized and balanced by minimization for age 
(<40 or ≥40 years), sex, duration of symptoms 
(<1 or ≥1 year), and baseline Global Health Com-
posite score of the RAND-36 Health Status In-
ventory (RAND SF-36).12 The randomization list 
consisted of consecutive medication numbers 
entered into a secured Web-based database by an 
independent Web manager. All personnel in-
volved in the study (except the Web manager and 
study pharmacist) and all participants were un-
aware of the study-group assignments.

Intervention

All the patients received treatment with 2000 mg 
of open-label intravenous ceftriaxone daily for 
14 days. Patients were admitted at the study site 
for ceftriaxone administration during days 1 and 2; 
subsequent doses were given intravenously by 
specialized home-care nurses. After the 2-week 
course of ceftriaxone treatment was completed, 
the patients received a 12-week oral course of 
doxycycline (100 mg of doxycycline twice daily 
combined with a placebo twice daily), clarithro-
mycin–hydroxychloroquine (500 mg of clarithro-
mycin twice daily combined with 200 mg of 
hydroxychloroquine twice daily), or placebo (two 
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different placebo capsules twice daily), as ran-
domly assigned in a blinded manner. The study 
drugs and placebo were prepared as capsules 
with an identical appearance. Active drugs were 
purchased as standard tablets through the hos-
pital pharmacy department and were placed in-
side size 000 capsules; placebos were prepared 
by filling color-matched size 000 capsules with 
inactive microcrystalline cellulose. Adherence 
was verified by means of pill counts, patient dia-
ries, and the Medication Event Monitoring Sys-
tem (AARDEX Group), in which microprocessors 
in the cap of a medication bottle electronically 
record each time a bottle is opened.13 The use of 
specific concomitant medications was prohibit-
ed during the entire study period, as described 
previously.11

Outcome Measures

Outcomes were assessed with the use of self-
completed questionnaires at baseline, at the end 
of the treatment period at 14 weeks (i.e., when 
the 2-week course of ceftriaxone and the 12-week 
randomized phase had been completed), at 26 
weeks (12 weeks after the end of the treatment 
period), at 40 weeks (the end of the trial, 26 
weeks after the end of the treatment period), and 
at 52 weeks after the start of the treatment 
period. Study visits to evaluate safety were sched-
uled at weeks 2, 8, and 14 and included a medi-
cal history, physical examination, and laboratory 
investigations. The primary outcome measure 
was health-related quality of life at the end of the 
treatment period, as assessed by the physical-
component summary score of the RAND SF-36.12,14 
This score is based on the weighted T-scores of 
the four physical scales of the RAND SF-36 
(physical functioning, role limitations due to 
physical health problems, pain, and general 
health perceptions). The raw SF-36 physical-
component summary score was transformed 
into a norm-based T-score (range, 15 to 61), with 
a mean (±SD) score of 50±10 in the general 
population (higher scores indicate a better phys-
ical quality of life).

Main secondary outcomes were physical and 
mental aspects of health-related quality of life, as 
assessed with the use of the RAND SF-36,11 and 
fatigue, as assessed with the use of the fatigue-
severity scale of the Checklist Individual Strength, 
on which scores range from 8 to 56, with higher 
scores indicating more fatigue15 (Table 1).

Statistical Analysis

The primary analyses were performed in the 
modified intention-to-treat population, which 
included all patients who were randomly as-
signed to a study group and received at least one 
dose of ceftriaxone. In the primary analysis, the 
three study groups were compared at end of the 
treatment period by means of analysis of cova-
riance, with sex and baseline SF-36 physical-
component summary score as covariates. Missing 
data were imputed according to the baseline-
value-carried-forward method. In secondary analy-
ses, linear mixed models were used to evaluate 
the duration of the treatment effect in an explor-
ative way, and missing data were imputed with 
the nearest available observation. All models 
included the baseline value of the dependent 
variable, sex, time, study-group assignment, and 
time-by-treatment interaction. No interim effi-
cacy analysis was performed. Sensitivity analyses 
included a prespecified per-protocol analysis and 
alternative imputation techniques. Patients who 
had major protocol violations, such as receipt 
of less than 75% of a study drug or placebo, as 
recorded by microprocessors in the Medication 
Event Monitoring System caps, or use of prohib-
ited concomitant medication, were excluded from 
the per-protocol analysis.11

A two-sided alpha level of 5% was used to 
indicate statistical significance, and confidence 
intervals, when calculated, were 95% confidence 
intervals. Bonferroni correction was used for 
pairwise comparisons among the three study 
groups. Statistical analyses were performed with 
the use of SPSS software, version 20 (SPSS).

The calculation of power was based on a pilot 
study that included 80 patients with persistent 
symptoms attributed to Lyme disease.11 Patients 
were classified as having a poor or reasonable 
clinical condition, as assessed during the first 
clinical consultation at the outpatient clinic. The 
difference in SF-36 physical-component sum-
mary score between patients with a poor clinical 
condition and those with a reasonable clinical 
condition was a mean of 3±8 points, which cor-
responds to the minimal clinically important 
difference of 2 to 5 points that has been pro-
posed for the SF-36 physical-component sum-
mary score.14 We calculated that a minimum of 
75 patients would need to be assigned to each 
group (225 patients in total) for the study to have 
90% power to detect a difference of 3 points at 
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Characteristic

Doxycycline 
Group 

(N = 86)

Clarithromycin–
Hydroxychloroquine Group 

(N = 96)

Placebo 
Group 

(N = 98)

Female sex — no. (%) 40 (47) 42 (44) 47 (48)

Age — yr 48.1±12.8 48.2±13.0 50.0±9.7

White race — no. (%)† 84 (98) 96 (100) 98 (100)

Current symptoms — no. (%)‡

Arthralgia 80 (93) 87 (91) 84 (86)

Musculoskeletal pain 72 (84) 77 (80) 76 (78)

Sensory disturbances 62 (72) 72 (75) 79 (81)

Neuralgia 7 (8) 16 (17) 18 (18)

Neurocognitive symptoms 76 (88) 81 (84) 85 (87)

Fatigue 84 (98) 91 (95) 92 (94)

Duration of symptoms — yr

Median 2.7 2.7 2.1

Interquartile range 1.3–7.7 1.3–5.4 0.9–5.5

Lyme disease history — no. (%)‡

Tick bite 47 (55) 46 (48) 60 (61)

Erythema migrans§ 25 (29) 26 (27) 27 (28)

Acrodermatitis chronica atrophicans¶ 0 1 (1) 2 (2)

Meningoradiculitis‖ 1 (1) 9 (9) 5 (5)

Previous antibiotic treatment — no. (%) 75 (87) 86 (90) 89 (91)

Duration — days

Median 40 30 31

Interquartile range 27–57 21–44 28–58

No. of courses

Median 2.0 2.0 2.0

Interquartile range 1.0–2.0 1.0–2.0 1.0–2.5

Intravenous treatment — no. (%) 11 (13) 16 (17) 15 (15)

Positive Borrelia burgdorferi serology — no. (%) 70 (81) 73 (76) 75 (77)

IgM 25 (29) 21 (22) 35 (36)

IgG 55 (64) 65 (68) 58 (59)

RAND SF-36 score**

Physical-component summary 30.3±6.3 32.7±7.5 31.8±8.1

Mental-component summary 37.4±9.9 37.1±9.8 37.6±9.6

Global-health composite 32.1±8.0 33.1±8.3 33.0±9.1

Physical-functioning scale 37.3±8.2 40.3±9.9 38.1±9.4

Role–physical scale 28.8±5.9 31.3±9.5 30.3±8.6

Bodily pain scale 35.2±8.3 37.3±8.2 38.1±9.4

General-health scale 35.5±7.7 35.9±7.6 35.9±8.4

Mental-health scale 44.2±9.8 43.6±10.0 44.0±8.5

Role–emotional scale 41.8±15.1 39.9±15.2 42.4±14.8

Social-functioning scale 33.5±12.8 33.8±12.0 34.2±12.2

Vitality scale 38.3±7.1 39.0±7.8 38.3±7.7

Table 1. Baseline Characteristics in the Modified Intention-to-Treat Population.*
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a two-sided alpha level of 5% and a reliability 
coefficient (correlation between consecutive mea-
surements) of 0.7.16 To compensate for possible 
loss to follow-up, a study population of at least 
255 patients was targeted.

R esult s

Study Population and Baseline 
Characteristics

Approximately 1200 patients were screened. The 
most frequent reasons for ineligibility were 
negative serologic findings combined with Lyme 
disease that was either unproven or temporally 
unrelated to symptoms, a coexisting condition 
that could account for the patient’s symptoms, 
or known unacceptable side effects from the ac-
tive study drugs. Of all eligible patients, fewer 
than 10% declined to participate. A total of 281 
patients underwent randomization, and 280 start-
ed the oral course of the study drug or placebo 
(Fig. 1). Table 1 shows the baseline characteris-
tics of patients included in the modified inten-
tion-to-treat analysis; there were no significant 
baseline differences among the study groups. 
The randomized oral regimen (active study drug 

or placebo) was completed by 252 patients 
(90.0%): 76 of 86 patients (88.4%) in the doxycy-
cline group, 84 of 96 patients (87.5%) in the 
clarithromycin–hydroxychloroquine group, and 
92 of 98 patients (93.9%) in the placebo group 
(P = 0.28) (Fig. 1).

No differences in adherence were recorded 
among the study groups (P = 0.50); 75 patients 
(87.2%) in the doxycycline group, 78 (81.3%) in 
the clarithromycin–hydroxychloroquine group, 
and 84 (85.7%) in the placebo group took at least 
75% of the assigned study medication or placebo, 
as recorded by the microprocessors on the Medi-
cation Event Monitoring System caps (Fig. 1).

Outcomes

The primary outcome in the modified intention-
to-treat analysis (i.e., the mean health-related 
quality of life at the end of the treatment period, 
as indicated by the SF-36 physical-component 
summary score, corrected for baseline SF-36 
physical-component summary score and sex) did 
not differ significantly among the study groups 
(P = 0.69) (Table 2). With respect to the second-
ary outcomes, the mean SF-36 physical-compo-
nent summary score among all patients in the 

Characteristic

Doxycycline 
Group 

(N = 86)

Clarithromycin–
Hydroxychloroquine Group 

(N = 96)

Placebo 
Group 

(N = 98)

Checklist Individual Strength††

Total score 101.9±19.4 96.5±20.7 99.3±22.3

Fatigue-severity scale 46.0±8.1 42.7±10.7 43.8±10.6

*  Plus–minus values are means ±SD. All study groups received a 2-week course of ceftriaxone before the randomized 
12-week course of study drug or placebo. The modified intention-to-treat population included all patients who were 
randomly assigned to a study group and received at least one dose of ceftriaxone. Between-group differences in char-
acteristics were analyzed with the use of analysis of variance for continuous variables, chi-square tests for propor-
tions, and Fisher’s exact test for small numbers (expected frequency <5). Data that were not normally distributed 
were analyzed with the use of Kruskal–Wallis tests. There were no significant baseline differences among the study 
groups at a significance level of 0.05. RAND SF-36 denotes the RAND-36 Health Status Inventory.

†  Race was self-reported.
‡  Categories are not mutually exclusive.
§  The condition was considered to be temporally related if it was diagnosed by a physician 0 to 4 months before the on-

set of symptoms.
¶  This condition was considered to be temporally related if it was diagnosed by a physician or biopsy 0 to 4 months be-

fore the onset of symptoms.
‖  The condition was considered to be temporally related if it was diagnosed on the basis of intrathecal borrelia antibody 

production 0 to 4 months before the onset of symptoms.
**  The ranges of the RAND SF-36 scores were as follows: physical-component summary, 15 to 61; mental-component 

summary, 11 to 66; global-health composite, 8 to 65; physical-functioning scale, 16 to 58; role–physical scale, 26 to 
56; bodily pain scale, 20 to 60; general-health scale, 20 to 64; mental-health scale, 16 to 66; role–emotional scale, 19 
to 54; social-functioning scale, 12 to 57; and vitality scale, 26 to 70. For all scales, higher scores indicate better quality 
of life.

††  Scores on the Checklist Individual Strength range from 20 to 140 for the total score and from 8 to 56 for the fatigue-
severity scale. For both scales, higher scores indicate more fatigue.

Table 1. (Continued.)
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1200 Patients were assessed for eligibility

76 Completed assigned treatment 84 Completed assigned treatment

10 Discontinued assigned
treatment prematurely

3 Had an allergic reaction (rash)
4 Had an adverse event
2 Withdrew consent
1 Had unknown reasons

24 Were excluded
14 Did not take ≥75% of 

assigned oral treatment
or withdrew consent

8 Did not meet inclusion criteria
or met exclusion criteria

4 Took prohibited medication
(antibiotics or glucocorticoids)

23 Were excluded
18 Did not take ≥75% of 

assigned oral treatment
or withdrew consent

8 Did not meet inclusion criteria
or met exclusion criteria

3 Took prohibited 
medication (antibiotics
or glucocorticoids)

21 Were excluded
11 Did not take ≥75% of

assigned oral treatment
or withdrew consent

9 Did not meet inclusion criteria
or met exclusion criteria

4 Took prohibited medication
(antibiotics or glucocorticoids)

1 Was aware of the study group
assignment before the end of
the treatment period

4 Discontinued assigned placebo
prematurely

2 Had an adverse event
1 Withdrew consent
1 Had unknown reasons

8 Discontinued assigned
treatment prematurely

1 Had an allergic reaction (rash)
1 Had an adverse event
1 Was pregnant
2 Withdrew consent
3 Had unknown reasons

86 Were assigned to receive doxycycline
84 Received assigned treatment

96 Received open-label ceftriaxone
and were included in the modified

intention-to-treat analysis

96 Were assigned to receive
clarithromycin + hydroxychloroquine

94 Received assigned treatment

86 Received open-label ceftriaxone
and were included in the modified

intention-to-treat analysis

98 Received open-label ceftriaxone
and were included in the modified

intention-to-treat analysis

98 Were assigned to receive placebo
96 Received assigned placebo

92 Completed assigned placebo
regimen

93 Returned week-14 questionnaires
6 Did not complete SF-36 primary

outcome questionnaire

74 Were included in per-protocol
analysis

89 Returned week-14 questionnaires
7 Did not complete SF-36 primary

outcome questionnaire

73 Were included in per-protocol
analysis

81 Returned week-14 questionnaires
6 Did not complete SF-36 primary

outcome questionnaire

65 Were included in per-protocol
analysis

284 Were included in the study

281 Underwent randomization

3 Withdrew consent

2 Did not receive assigned
treatment

1 Withdrew consent after allergic
reaction to ceftriaxone

1 Received incorrect medication

2 Did not receive assigned
treatment

1 Withdrew consent
1 Received incorrect medication

2 Did not receive assigned placebo
2 Withdrew consent after allergic

reaction to ceftriaxone

1 Withdrew consent
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modified intention-to-treat analysis increased 
from 31.8 at baseline to 36.4 at the end of the 
treatment period (difference, 4.6 points; 95% 
confidence interval [CI], 3.6 to 5.5; P<0.001). At 
weeks 26, 40, and 52, the SF-36 physical-compo-
nent summary score remained higher than the 
baseline score but did not change significantly 
from the score at the end of the treatment period 
in any of the study groups (Fig. 2). None of the 
secondary outcome measures at the end of the 
treatment period differed significantly among 
the study groups (Table 2). Mixed-model analy-
ses did not show any additional longer-term 
treatment effect with respect to the SF-36 physi-
cal-component summary score or any of the 
secondary outcomes; P values for time-by-treat-
ment interaction ranged from 0.14 to 0.90, and 
there was no significant difference among the 
study groups in the SF-36 physical-component 
summary score (P = 0.35) or any other secondary 
outcome measure at any time point during fol-
low-up. All sensitivity analyses yielded results 
similar to those of the main analyses. Specifi-
cally, the results were not quantitatively different 
when alternate imputation techniques were used 
for missing data (Table S4 in the Supplementary 
Appendix). The per-protocol analysis, which in-
cluded 212 patients (Fig. 1), yielded similar re-
sults to the modified intention-to-treat analysis 
at the end of the treatment period and during 
follow-up across the three study groups.

Safety

Overall, 205 patients (73.2%) reported at least one 
adverse event, 9 patients (3.2%) had a serious 
adverse event, and 19 patients (6.8%) had an ad-
verse event that led to discontinuation of the 
study drug (Table 3). Most adverse events were 

grade 1 or 2 according to the criteria of the AIDS 
Clinical Trials Group for grading the severity of 
adverse events among adults (Table S3 in the 
Supplementary Appendix).

During the 2-week open-label ceftriaxone 
phase, 131 patients (46.8%) reported at least one 
adverse event. Most of these adverse events were 
judged to be drug-related, and rash and diar-
rhea were the most common events. No catheter-
associated infections were reported. In 6 patients, 
an allergic adverse event led to the discontinua-
tion of ceftriaxone. Five serious adverse events 
were reported, four of which were allergic re-
actions related to ceftriaxone use.

During the 12-week randomized phase, 134 
patients (47.9%) had at least one adverse event 
(Table 3), most of which were judged to be drug-
related. The percentage of patients with adverse 
events from any cause and with drug-related 
adverse events did not differ significantly among 
the study groups (P = 0.27 and P = 0.14, respec-
tively). Photosensitivity and nausea were the 
most common events in the doxycycline group. 
Nausea and diarrhea were the most common 
events in the clarithromycin–hydroxychloroquine 
group, and rash was significantly more prevalent 
in that group than in either of the other two 
groups (P = 0.01). Fourteen patients (5.0%) dis-
continued the randomized active drug or place-
bo because of an adverse event; the number of 
patients who discontinued their assigned regi-
men did not differ significantly among the three 
study groups (P = 0.49). Four serious adverse 
events were reported, none of which were drug-
related.

Discussion

In this randomized, double-blind trial involving 
patients with persistent symptoms attributed to 
Lyme disease, prolonged antibiotic treatment 
(ceftriaxone followed by 12 weeks of either 
doxycycline or clarithromycin–hydroxychloro-
quine) did not lead to a better health-related 
quality of life than that with shorter-term treat-
ment (ceftriaxone followed by placebo). Patients 
with persistent symptoms attributed to Lyme 
disease have a poor quality of life, as has been 
reported in previous studies5,6,17,18; the low base-
line RAND SF-36 scores of the patients in our 
trial also reflect the poor quality of life among 

Figure 1 (facing page). Enrollment, Randomization,  
and Analysis.

Some patients were excluded from the per-protocol 
analysis because of two or more reasons. Premature 
discontinuation was defined as discontinuation of the 
study drug or placebo 7 days or more before the sched-
uled end of the treatment period, as recorded by micro-
processors in the Medication Event Monitoring System 
caps that were used to track adherence. Week 14 was 
the end of the treatment period, after the 2-week course 
of ceftriaxone and the 12-week course of the random-
ized study drug or placebo had been completed. SF-36 
denotes RAND-36 Health Status Inventory.
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these patients. At the 14-week visit at the end of 
the treatment period, the mean SF-36 physical-
component summary score had improved sig-
nificantly from baseline regardless of the study-
group assignment, but quality of life remained 
below that of the general population. Similar 
improvements over time, regardless of study-
group assignment, were reported by Kaplan et al., 
who compared placebo with ceftriaxone followed 
by doxycycline for persistent symptoms attrib-
uted to Lyme disease.19

Whether improvement in the SF-36 physical-
component summary score at the end of the 
treatment period is a beneficial effect of shorter-
term antibiotic therapy or a nonspecific effect 
caused by the low level of baseline functioning, 
expectations associated with treatment, or place-
bo effects remains unclear, because all the pa-
tients had received 2 weeks of open-label anti-
biotics before entering into the longer-term 
randomized study-drug or placebo phase. No 
significant differences among the study groups 
were found for any of the secondary outcomes at 
the end of the treatment period. In addition, no 
significant changes over time were observed 
during the 26-week follow-up after the end of 
the treatment period in any of the study groups.

Although we did not find a significant bene-
fit of longer-term antibiotic therapy, we did find 
that there were side effects from the use of anti-
biotics; however, these side effects were similar 
among the study groups. The majority of patients 
(68.6%) reported a drug-related adverse event. 
During the open-label ceftriaxone phase, the 
incidence of serious adverse events was low; no 
patient had a serious adverse event related to the 
use of catheters, and 4 of 280 patients (1.4%) 
had allergic reactions. During the randomized 
phase, photosensitivity related to doxycycline 
use and rash related to clarithromycin–hydroxy-
chloroquine use were the most common adverse 
events, and no serious adverse event was thought 
to be related to the randomized study drugs or 
placebo.

Specific efforts were made to ensure that the 
patients adhered to the study regimens. Using 
the Medication Event Monitoring System caps, 
we recorded that 22 patients (7.9%) discontinued 
treatment 7 days or more before the end of the 
treatment period at week 14. In a sensitivity 
analysis that included the 212 patients who were 
more than 75% adherent to the study regimen, 

as determined by electronic medication bottle 
caps, and had no major protocol violations, no 
significant difference was shown among the 
study groups.

The findings of the current trial contribute to 
the findings of prior work.4-6,18 Our results are 
consistent with those from the randomized, 
placebo-controlled trials by Klempner et al.,5 
who did not identify a benefit from treatment 
with ceftriaxone followed by doxycycline for a 
total of 90 days. However, these trials had been 
performed in North America, and Lyme disease 
in Europe is caused by different borrelia spe-
cies.20 The trials by Klempner et al.5 have been 
the subject of divergent opinions because they 
were discontinued prematurely after an interim 
analysis had indicated that a significant differ-
ence in efficacy was unlikely to be reached. 
Therefore, although the results are statistically 

Figure 2. Physical-Component Summary Scores.

Shown is the mean SF-36 physical-component summa-
ry score for each study group at baseline and at subse-
quent study visits (nonimputed values). The SF-36 
physical-component summary score is based on the 
weighted T-scores of the four physical RAND SF-36 
scales (physical functioning, role limitations due to 
physical health problems, pain, and general health per-
ceptions). The raw SF-36 physical-component summa-
ry score was transformed into a norm-based T-score 
(range, 15 to 61), with a mean (±SD) score of 50±10 in 
the general population (higher scores indicate a better 
physical quality of life). The P value was derived by 
means of analysis of covariance at the end of the treat-
ment period at 14 weeks, with adjustment for sex and 
baseline SF-36 physical-component summary score.
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valid, the value of prolonged antibiotic therapy 
for patients with Lyme disease has been based 
on a study population of approximately 115 pa-
tients. Others have suggested that the trials by 
Klempner et al. were underpowered as a result of 
an optimistic estimate of the size of the treat-
ment effect.7 In a pilot study, we determined that 
the clinically relevant treatment effect on the 
SF-36 physical-component summary score was 
3 points, as was recommended by the SF-36 
Health Survey.14 None of the differences among 
the study groups were found to exceed the mini-
mal clinically relevant difference for each of the 
RAND SF-36 scales, which varies between 2 and 
4 across scales.14 Whereas earlier trials might 
have been influenced by baseline differences, we 
included baseline health-related quality of life as 
a covariate.

Three other small, placebo-controlled trials 

have addressed prolonged treatment for persistent 
symptoms attributed to Lyme disease and showed 
positive effects for some outcomes only.4,6,18 
Krupp et al.4 reported a significant treatment 
effect of ceftriaxone on fatigue, but not on cog-
nitive function, at follow-up. Fallon et al. found 
a beneficial effect of ceftriaxone on neurocogni-
tive performance at week 12, but the effect was 
not sustained to week 24.18 Cameron et al. report-
ed beneficial effects of amoxicillin on mental-
health scores, but not on physical health, in a 
subgroup of patients.6 Although several non-
comparative, open-label studies have shown bene-
ficial effects of prolonged antimicrobial treat-
ment, including the regimens used in the current 
study,21-24 randomized, controlled trials of pro-
longed antimicrobial treatment have not con-
firmed those effects.

The current trial has several limitations. 

Type of Event
Total 

(N = 280)
Open-Label Phase 

(N = 280) Randomized Phase P Value

Doxycycline 
Group 

(N = 86)

Clarithromycin–
Hydroxychloroquine 

Group 
(N = 96)

Placebo 
Group 

(N = 98)

no. of participants (percent)

Any adverse event† 205 (73.2) 131 (46.8) 47 (54.7) 45 (46.9) 42 (42.9) 0.27

Any drug-related adverse 
event†

192 (68.6) 127 (45.4) 42 (48.8) 42 (43.8) 34 (34.7) 0.14

Discontinued treatment owing 
to adverse event†

19 (6.8) 6 (2.1) 3 (3.5) 7 (7.3) 4 (4.1) 0.49‡

Any serious adverse event 9 (3.2) 5 (1.8) 3 (3.5) 1 (1.0) 0 0.08‡

Most common adverse events

Diarrhea 91 (32.5) 72 (25.7) 4 (4.7) 9 (9.4) 6 (6.1) 0.43

Nausea 44 (15.7) 20 (7.1) 9 (10.5) 10 (10.4) 5 (5.1) 0.31

Rash† 31 (11.1) 23 (8.2) 1 (1.2) 8 (8.3) 1 (1.0) 0.01‡

Mucosal fungal infection 20 (7.1) 8 (2.9) 5 (5.8) 4 (4.2) 3 (3.1) 0.66‡

Photosensitivity 19 (6.8) 2 (0.7) 16 (18.6) 0 1 (1.0) <0.001

Headache 16 (5.7) 12 (4.3) 0 2 (2.1) 2 (2.0) 0.55‡

Dizziness 16 (5.7) 3 (1.1) 3 (3.5) 5 (5.2) 5 (5.1) 0.88‡

Visual impairment 16 (5.7) 1 (0.4) 1 (1.2) 4 (4.2) 10 (10.2) 0.02‡

*  Data are the number of patients who had at least one event of a given type (% of study group). All patients received a 2-week course of ceftriaxone 
treatment (open-label phase), after which patients were randomly assigned to receive a 12-week oral course of doxycycline, clarithromycin–
hydroxychloroquine, or placebo (randomized phase).

†  The total is not a sum of the two trial phases because some patients had an adverse event during both phases. P values were derived from 
the chi-square test for the comparisons of the three study groups during the randomized phase.

‡  Fisher’s exact test was used when the numbers were small (expected frequency <5).

Table 3. Adverse Events in the Modified Intention-to-Treat Population.*
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First, patients received open-label antibiotics for 
2 weeks before the randomized phase. Conse-
quently, the study was designed to compare 
longer-term therapy with shorter-term therapy, 
rather than with placebo as was done in previ-
ous trials.4,5,18 Although we did not identify any 
benefit of longer-term therapy, the question of 
whether a 2-week regimen of antibiotics is supe-
rior to withholding any therapy in our patient 
population remains unanswered. We chose not 
to include a study group that received only pla-
cebo because it was judged to be unethical to 
withhold treatment from patients who might 
have an infection at baseline that had not yet 
been treated. We selected ceftriaxone because it is 
considered the treatment of choice for dissemi-
nated Lyme disease.5,8 Thus, although 14 weeks 
of antimicrobial therapy did not provide a clini-
cal benefit for patients with persistent symp-
toms attributed to Lyme disease, our results 
cannot show whether our study may have in-
cluded patients with undiagnosed active B. burg-
dorferi infection, who have benefited from ceftri-
axone treatment.

This trial, as well as previous trials,4-6,18 was 
aimed at the treatment of patients with persis-
tent, notably distressing or impairing symptoms 
that emerged after well-documented Lyme dis-
ease. We acknowledge that the cause of these 
persistent symptoms is unclear and that these 
patients may be heterogeneous with respect to 
the pathogenesis or the duration and severity of 
the symptoms — which reflects the heterogene-
ity of the population seen in clinical practice. We 

prevented an imbalance in baseline characteris-
tics among the study groups by performing a 
randomization balanced for duration of symp-
toms (<1 or ≥1 year) and baseline RAND SF-36 
score. Finally, it may be argued that 14 weeks of 
treatment is insufficient to show a beneficial 
treatment effect. However, whereas prolonged 
antimicrobial treatment is not uncommon for 
various infectious diseases,25,26 the purpose of 
prolonged therapy for such diseases is for the 
prevention of microbiologic relapse rather than 
for a delayed onset of clinical alleviation of signs 
or symptoms. We are not aware of any infectious 
disease in which the initial effect on signs, 
symptoms, and laboratory findings is delayed 
beyond the first 3 months of effective therapy.

In conclusion, the current trial suggests that 
14 weeks of antimicrobial therapy does not pro-
vide clinical benefit beyond that with shorter-
term treatment among patients who present with 
fatigue or musculoskeletal, neuropsychological, 
or cognitive disorders that are temporally related 
to prior Lyme disease or accompanied by posi-
tive B. burgdorferi serologic findings.
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